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#1 - This thing called clouo



Johan Eker

Lars Larsson

Master of all things cloud.
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This Course

Learning goals

— Good understanding of the principles behind cloud services, e.g. virtual resource, storage, etc.

— Ability to manage infrastructure-as-a-service (IaaS) and design and implement robust and scalable
cloud applications.

— Good understanding of the underlying theoretical challenges with distributed systems in a cloud
context, i.e. consensus, consistency, time, etc.

— Ability to design, implement and deploy data and compute intense cloud native applications on
standard cloud platforms.

— Good overview of technology trends and research topics.

No exam. Hand-in all assignment by the time of the final presentation (session #8). No later.

\



\



Facilities

— Hands-on will mean a lot of work (and sometimes need for support) -- Help each other!
— Slack will be our means of communication between sessions
— https://cloudnativecourse.slack.com

— You will get accounts on Ericsson Research Data Center (use them with care)
— https://xerces.ericsson.net

— Store your code at the course's GitLab service
— https://qitlab.datahub.erdc.ericsson.net
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https://gitlab.datahub.erdc.ericsson.net

Prerequisite

— Python know-how
— Basic operating system skills
— Access to a computer where are root (or where you can install Docker)

— Alot of time... :
patience

/'pe1f(a)ns/ ©
noun

1. the capacity to accept or tolerate delay, problems, or suffering without becoming annoyed or
anxious.
"you can find bargains if you have the patience to sift through the rubbish"
synonyms: forbearance, tolerance, restraint, self-restraint, resignation, stoicism, fortitude,
sufferance, endurance; More

2. BRITISH

any of various forms of card game for one player, the object of which is to use up all one's cards
by forming particular arrangements and sequences.
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TL;,DR

Prepare for everything to fail sometime (a promise)
Avoid state whenever possible (or be quick to save)
Allow for inconsistency (you have no choice)

Keep things simple (things will get complex anyway)
Pick your tools well (and stick to them)

Cache is king
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Ericsson and SEB make banking
personal again

By: Ericsson 24 February, 2017 Business banking, SEB

Fopened my company@ccount via
video call. Fast and cafivenient.”
seb.ee/engfremots sory

When was the last time you visited your bank? The advent of internet banking —
now accessible via phones as well as PCs — has made the idea of actually
traveling to a physical bank branch seem antiquated.

And yet there are still times when, despite the amazing convenience of intemet
banking, there is no substitute for being able to talk to another human being. So
you find some time in your busy schedule, make an appointment and fight the
traffic on the way to the bank.

If only there were a better wav,
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Connected Drone

NordicWay

NardicWay is a pilot prject that seeks to
enable vehidies 1o communicate safety

hazards through callubar networks on a road
corridor ‘h'ough Finlard. Norway, Sweden 3 J \
o Do ! Nordic  “ o~
I'ne projct 1s a collaboration between puthc
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is ce-financed by the European Unicn within
Ihe Cennecting Europe Faciity programme
2M5-2017
Cellular C4TS
3G and 4G/LTE

interoperable
ecosystem

AXISa

CoMMUNICATIONS

WAVSI="
AUTONDMOUS SYSTEMS
AND SOFTWARE PROGRAM

Smarta
Offentliga .
Miljéer II -

Schyider

Ve
SENSATIVE >4l\§




Chris Nig
9+
g @Chris_Nig o

hey @Ericssonlabs , your cocoapods server
pods.cct.ericsson.net seems to be down

12:59 PM - 8 Apr 2017

Ericsson Research @Ericssonlabs - Apr 10
Replying to @Chris_Nig
Up and running again. Sorry for the inconvenience :(

© 2017 Twitter About Help Center Terms Privacy policy Cookies Ads info

From: [

Sent: den 10 april 2017 13:52
ey |

Subject: RE: Ar det ndn av er som vet ndt om det hir?

The Research Cloud in Lund was down during the weekend due to a rat eating our ISP’s fibre cables.

Regards,
Magnus Wester
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This session

The not so cloud native way of doing things

The Datacenter as a Computer
An Introduction to the Design of
Warehouse-Scale Machines

Luiz André Barroso and Urs Hélzle
Google Ine.

SYNTHESIS LECTURES ON COMPUTER ARCHITECTURE # 6

OL PUBLISHERS

practice

DOI:10.1145/1721654.1721672 | hours. This elasticity of resources, with-

- out paying a premium for large scale, is
Clearing the clouds away from the true unprecedented in the history of IT.
potential and obstacles posed by this As a result, cloud computing is a
popular topic for blogging and white
computing capability. papers and has been featured in the
title of and
BY MICHAEL ARMBRUST, ARMANDO FOX, REAN GRIFFITH, even magazines, Nevertheless, confu-
ANTHONY D. JOSEPH, RANDY KATZ, ANDY KONWINSKI, sion remains about exactly what it is
GUNHO LEE, DAVID PATTERSON, ARIEL RABKIN, ION STOICA, and when it's useful, causing Oracle’s
AND MATEI ZAHARIA CEO Larry Bllison to vent his frustra-

tion: “The interesting thing about

- cloud computing is that we've rede-
fined cloud computing to include ev-
A View et i s
understand what we would do differ-

ently in the light of cloud computing

other than change the wording of some
o o u i
Our goal in this article is to reduce

that confusion by clarifying terms, pro-

- viding simple figures to quantify com-

om u In parisons between of cloud end con-
ventional computing, and identifying

the top technical and non-technical

obstacles and opportunities of cloud

computing. (Armbrust et al* is a more
detailed version of this article.)

Cloud Computing
) Cloud computing refers to both the
CLOUD COMPUTING, THE long-held dream of computing applications delivered as services over
as a utility, has the potential to transform a large the Internet and the hardware and sys-
. . tems software in the data centers that
part of the IT industry, making software even more provide those services. The services

attractive as a service and shaping the way IT hardware | themselves have long been referred to

is designed and purchased. Developers with innovative | 2 Software as a Service (SaaS).: Some
. N . vendors use terms such as Taa$ (Infra-
ideas for new Internet services no longer require the structure as a Service) and Paa$ (Plat-
large capital outlays in hardware to deploy their service | form as a Service) to describe their
the h b teit. Th dnot products, butwe eschew these because
or the human expense to operate It Cy need no accepted definitions for them still vary
be concerned about overprovisioning for a service widely. The line between “low-level”
whose popularity does not meet their predictions, thus | inffastructure and a higher-level “plat-
. A form” is not crisp. We believe the two
wasting costly resources, or underprovisioning for one | are more alike than different, and we
that becomes wildly popular, thus missing potential consider them together. Similarly, the
customers and revenue. Moreover, companies with P erva———
B N a For the purposes of this article, we use the
large batch-oriented tasks can get results as quickly as term Software as a Service (o mean applica-
’ N . tions delivered over the Internet. The broadest
their programs can scale, since using 1,000 servers for definition would encompass any on demand
; software, including those that run software
one hour costs no more than using one server for 1,000 | j=oet "ECte fom B o e
censing.

50 COMMUNICATIONS OF THE ACM | APRIL 2010 | VOL 53 | NO.4
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Cloud is a business mode]

Buy compute power by the meter

Allocate just the right amount

A Capacity A A
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(a) Provisioning for peak load (b) Underprovisioning 1 (c) Underprovisioning 2




® cloud computing

Search term

Worldwide ¥

2004 - present ¥

All categories ¥

+ Compare

Web Search ¥

Interest over time
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Jun 1, 2008

Nov 1, 2012

Apr 1,2017
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If computers of the kind | have advocated become the computers of the future, then
computing may someday be organized as a public utility just as the telephone system is
a public utility... The computer utility could become the basis of a new and important
industry.

—John McCarthy, speaking at the MIT Centennial in 1961

R — R

The next utility
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The illusion of infinite compute
power and storage at your fingertips
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Let's try to define cloud computing NIST

—On-demand self-service.
— Broad network access.
— Resource pooling.
—Rapid elasticity.

— Measured service
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Quiz
( Excerpt from Intel Developer Forum Keynote 2000 )

ANDREW GROVE: is there a role for more powerful computers?

GUEST: More memory especially is very useful for us,
you can start to think about having, like, the whole Web in RAM.

ANDREW GROVE: Say that again.

GUEST: We'd like to have the whole Web in memory,
in random access memory.

ANDREW GROVE: That requires a fair amount of memory %/\".

(Laughter) 0\)@
GUEST: The Web, a good part of the Web, X

is a few terabytes. So it's not unreasonable.... 6"
(Laughter) N\a

‘?‘O
§ @

Slide from Paolo Faraboschi
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How it all came together

Service

oriented >
architecture

REST

A

——

Arpanet

Y

Internet

A4

Web > Web 2.0

WWw Services

A4

Mainframes

Grid
Computing

Cluster

A4

Computing

A

A4

Virtualization

Linux

Autonomic
Computing

Distributed
Systems

Cloud
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Deployment Models (NIST)

— Private cloud. The cloud infrastructure is provisioned for exclusive use by a single organization comprising multiple
consumers (e.g., business units). It may be owned, managed, and operated by the organization, a third party, or some
combination of them, and it may exist on or off premises.

— Community cloud. The cloud infrastructure is provisioned for exclusive use by a specific community of consumers from
organizations that have shared concerns (e.g., mission, security requirements, policy, and compliance considerations). It
may be owned, managed, and operated by one or more of the organizations in the community, a third party, or some
combination of them, and it may exist on or off premises.

— Public cloud. The cloud infrastructure is provisioned for open use by the general public. It may be owned, managed, and
operated by a business, academic, or government organization, or some combination of them. It exists on the premises of
the cloud provider.

— Hybrid cloud. The cloud infrastructure is a composition of two or more distinct cloud infrastructures (private, community,
or public) that remain unique entities, but are bound together by standardized or proprietary technology that enables data

and application portability (e.g., cloud bursting for load balancing between clouds).

o
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Service Models

(Application >

( Runtime >
(Databases >
( Security >
s
CVirtualization)
( Servers )
( Storage )
( Network )

[aaS

Infrastructure-as-a-Service

( Application )

C Runtime )
(Databases )
( Security )
-
CVirtualization)
C Servers )
C Storage )
( Network )

Paa$S

Platform-as-a-Service

C Application )

C Runtime )
CDatabases )
( Security )
T
CVirtualization)
( Servers )
C Storage )
C Network )

SaaS

Software-as-a-Service
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CNCF Cloud Native Definition v1.0

Approved by TOC: 2018-06-11

R hRAS | B As5BRR | 8201 | Deutsch| Espafiol | Frangais | Portugués Brasileiro | Pycckuit(in Chinese, Japanese,
Korean, Brazilian, Portuguese, German, French and Spanish below)

Cloud native technologies empower organizations to build and run scalable applications in modern, dynamic
environments such as public, private, and hybrid clouds. Containers, service meshes, microservices, immutable
infrastructure, and declarative APIs exemplify this approach.

These techniques enable loosely coupled systems that are resilient, manageable, and observable. Combined with

robust automation, they allow engineers to make high-impact changes frequently and predictably with minimal toil.

The Cloud Native Computing Foundation seeks to drive adoption of this paradigm by fostering and sustaining an
ecosystem of open source, vendor-neutral projects. We democratize state-of-the-art patterns to make these
innovations accessible for everyone.
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Cost Reduction

US administration moving to cloud saves 7-28 times

Exhibit 2 | Public Cloud Public Cloud BCR vs. No. of Servers Exhibit 4 | Private Cloud Private Cloud BCR vs. No. of Servers
32.0 + 8.0 -
280 - 7.0 4
24.0 - 6.0 4
50
200 A o
- 8 4o - =~ BCR 3 YR Migration
Qo | == BCR 3 YR Migrat
@ 160 waan ag A 4} BCR 2 YR Migration
<} BCR 2 YR Migration
12.0 - | “f~ BCR 1 YR Migration
= BCR 1 YR Migration 2.0
8.0 - 1.0 4
1.0 0.0
100 200 400 600 800 1000 1,500 2,000 3000 4,000 100 200 400 600 80D 1,000 1500 2,000 3,000 4,000
No. of Status Quo Servers Migrated No. of Status Quo Servers Migrated

BCR=Benefit-to-cost ratios

Calculated over a 13-year life cycle
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Booz-Allen-Hamiliton report “The Economics of cloud computing”



Migration motives

=1 Speed to Improved Improved Ease of IT New  Improved
adoption alignment/ alignment/ procurement/ market alignment/
interaction with interaction software entry interaction
customers with suppliers/ licensing with
business partners employees
@ @ 26%  23% 0 18% 15% (3% 12% 10% o
Enable
Need to more
Shift to Revenue addressa optimal use
Business shared generation changing of social
Cost process services through faster  regulatory media,
reduction transformation model time to market landscape mobility etc.
e —— ———————————

KPMG International’s 2012 Global Cloud Provider Survey (n=179)
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Difficult to dimension

— Workload varies much:

— Death of Michael Jackson: 22% of tweets, 20% of Wikipedia traffic, Google thought they are under

attack

— Obama inauguration day: 5x increase in tweets
— Qver-provisioning is expensive, under-provisioning may be worse

>

Capacity
8
2
3
&
o
-4
Demand
L i =
1 2 3

Time (days)

(a) Provisioning for peak load
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>
3

Capacity
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=
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(c) Underprovisioning 2
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Rent a Datacenter

Pay by use - Rent a VM!

vCPU ECU

Memory (GiB)

Ge| amazon . cyrrent Generation

t2.micro 1 Variable
t2.small 1 Variable
t2.medium 2 Variable
m3.medium 1 3
ma3.large 2 6.5
m3.xlarge 4 13
ma3.2xlarge 8 26
R —

3.75

7.5

15

30

Instance Storage (GB) Linux/UNIX Usage
EBS Only $0.013 per Hour
EBS Only $0.026 per Hour
EBS Only $0.052 per Hour
1x48SSD $0.070 per Hour
1x32SSD $0.140 per Hour
2 x 40 SSD $0.280 per Hour
2 x 80 SSD $0.560 per Hour
B

Resources

Capacity

Demand

>
v

Time

Computing resources in the cloud

1000 machines for 1 hour < 1 machine for 1000 hours
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Bigger is Better

e Substantial economies of scale possible
 Compare a very large service with a small/mid-sized: (~1000 servers):

Large Service [$13/Mbps]: $0.04/GB

Medium [$95/Mbps]: $0.30/GB (7.1x)
Large Service: $4.6/GB/year (2x in 2 DC)
Medium: $26.00/GB/year* (5.7x)

Large Service: Over 1.000 servers/admin

Enterprise: ~140 servers/admin (7.1x)

* High cost of entry

— Physical plant expensive: 15MW roughly S200M

* Summary: significant economies of scale but at very high cost of entry
— Small number of large players likely outcome

ﬂames Hamilton, Internet Scale Service Efficiency, Large-Scale Distributed Systems

and Middleware (LADIS) Workshop Sept’08. http:/mvdirona.com

\


http://mvdirona.com

Total Cost of Ownership

= Servers

“ Energy

- Cooling
= Networking

.. Other

[J. Hamilton, http://mvdirona.com]
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Obstacles/Opportunities for transitioning to the cloud

. Availability
Data lock-in
Data confidentiality/auditability
Data transfer bottlenecks

Scalable storage
Bugs in large-scale distributed systems

Scaling quickly

1
2

3

4

5. Performance unpredictability
6

7

8

9. Reputation fate sharing

1

0. Software licensing

Source: “A View of Cloud Computing”, Armbrust et al
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But cloud is more than just a
cost saving business model.

It's a new way of working and
designing applications.

\



The Datacenter

4y
: :
ﬂ
!
,M ,_,,,
A I
. h
i \.u
TN _
©
£
— o))
S SRR e T
\.:::::m m.ma
I, o5
£ 3 c X

<<<<<<<

............

Server Racks

Network
Equipment




What's inside?

\\

e 0 P A

1adadad. sl
P e e
AVIAAA

u-s_‘!:\\\:'li -t ¥
I 4

T IT A AR

2 S RN




What's inside?

Networking
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What's inside?

Power supplles
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What's inside?

Cooling
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Computer Air Handling Unit (CRAC)
« Up to 30 Ton Sensible Capacity per Unit
« Air Discharge can be Upflow or Downflow configuration

Power Distribution Unit (PDU)
« Typical Capacities up to 225 kVA per Unit

+ Redundancy through Dual PDU’s with
Integral Static Transfer Switch (STS)

Individual Colocation Computer Cabinets
« Typical Cabinet Footprint (28"W x 36"D x 84"H)
- Typical Capacities of 1750 to 3750 Watts per Cabinet

Emergency Diesel Generators

« Total Generator Capacity = Total Electrical
Load to Building

« Multiple Generators can be electrically
combined with Paralleling Gear

« Can be located indoors or outdoors at grade
or on roof

« Outdoor applications require Sound

Attenuating Enclosures

Fuel Oil Storage Tanks
« Tank Capacity dependant

on length of Generator Operation
« Can be located underground

Colocation Suites or at grade or indoors

ey UPS System
« Modular Configuration ) .
for Flexible Suite sq. ft. areas * Uninterruptible Power Supply Modules
+Up to 1000 kVA per Module

« Suites consist of Multiple Cabinets ™~
with Secured Partitions
(Cages, Walls, etc..)

« Cabinets and Battery Strings or Rotary Flywheels

Electrical Primary Switchgear
« Includes Incoming Service and Distribution
« Direct Distribution to Mechanical Equiment

Pump Room « Distribution to Secondary Electrical Equipment via UPS

o . + Used to pump condenser/chilled water between Drycoolers and CRAC Units
Heat Rejection Devices - Additional equipment includes Expansion Tank, Glycol Feed System

+ Drycoolers, Air-Cooled Chillers, etc. «N+1 Design (Standby Pump)

+ Up to 400 Ton Capacity per Unit

» Mounted at grade or on roof

+ N+1 Design

Source: “The Datacenter as a computer”, Barroso et al
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Computer Architecture

Ceiling Ceiling
t e
Liquid Supply Rack Rack Rack Rack Liquid Supply
CRAC CRAC
Unit Unit
Flwr .rl Ies N L e Floor _rl les
Floor Slab Floor Slab

Source: “The Datacenter as a computer”, Barroso et al
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Datacenter Elements
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DC Networking

Core

Aggregate switches

ToR switches

Internet

Firewall

\—/
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DC Networking Q)

( Firewall

\—/

Out-of-band-network
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DC Storage

local disks
for boot only

( Internet ’

Firewall

\—/

‘ Centralized

storage
for app data




DC Storage

Distributed file system
Multiple copies
Varying latency

( Internet ’

(

Firewall

\—/
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Storage at Google

One Server

DRAM: 16 GB, 100 ns, 20 GB/s
Disk: 2T B, 10 ms, 200 MB/s
Flash: 128 GB, 100 us, 1 GB/s

Local Rack (80 servers)

DRAM: 1TB, 300 us, 100 MB/s
Disk: 160TB, 11 ms, 100 MB/s
Flash: 20TB, 400 us, 100 MB/s

Cluster (30 racks)

DRAM: 30TB, 500 us, 10 MB/s
. Disk: 4.80PB, 12 ms, 10 MB/s
%= Flash: 600TB, 600 us, 10 MB/s

Source: "The Datacenter as a computer”, Barroso et al
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DC Storage

SAN - Storage Area Network

Separation of disk
network traffic
and application

networking may —

b 00000000

€ necessary 00000000
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00000000

00000000 00000000

00000000 00000000

00000000 00000000

00000000 00000000
00000000
00000000
00000000
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UPS

DC Effici
PDU
https://www.facebook.com/PrinevilleDataCenter/app_399244020173259 T’S&?I?ﬁ’;‘:;? — -
1%

Forest City, NC Data Center Dashbosrd: PUE & WUE o Power Usage Effectveness ' IT Equipment
. 30 days Bt
:"” L /_\o Power Usage
= 110 =

1 year Water Usage Effectiveness

m 0' 12 ‘ | Humidifier
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WUE = Annual Water Usage PUE — Total Facility Energy
IT Equipment Energy IT Equipment Energy =


https://www.facebook.com/PrinevilleDataCenter/app_399244020173259

Electricity demand: Electricity in Bilion kWh, 2011
Cloud computing
vs. Countries

source: Greenpeace - Clicking Clean April 2014




Infrastructure-as-a-Service

— Provide a virtual datacenter ( Application )
— Compute/storage/network ( Runtime >
— Often some basic services also ( Databases >
— The user is responsible for making the ( Security >
application run correctly, i.e. fault tolerance, ( 0S )
timing, handling crashes, scaling, authentication, . ——
redundancy, etc. Cvlrtuahzatlon)
— Amazon Web Services, Google Compute, ( Servers )
Rackspace C Storage )

C Network )
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Platform-as-a-Service

— Cloud provides runtime/middleware
— Java VM, Python VM, JSVM
— Databases, communication, etc.

— User does not manage/control application
infrastructure (network, servers, OS, etc.)

— PaaS handles scale-out

— Customer pays Saa$ provider for the service;
SaaS provider pays the cloud for the
infrastructure

— Example: Windows Azure, Google App Engine,

Examples: Google App Engine, Node.js, Map
Reduce

( Application )

( Runtime )
C Databases )
( Security )
(% )
(Virtualization)
( Servers )
( Storage )
( Network )
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Google App Engine %9}3

&‘_

— App Engine invokes your app's servlet classes to handle requests and prepare responses in this
environment.
— Add
— Servlet classes, (*.java)
— JavaServer Pages (*.jsp),
— Your static files and data files,
— A deployment descriptor (the web.xml file)
— Auto scale to many billion requests per day

A Y ® §

Python PHP Go

gle

\



~

public class GuestbookServlet extends HttpServlet {
@Override
public void doGet(HttpServletRequest req, HttpServletResponse resp)
throws IOException {

UserService userService = UserServiceFactory.getUserService();
User currentUser = userService.getCurrentUser();

if (currentUser != null) {
resp.setContentType("text/plain");
resp.getWriter().println("Hello, " + currentUser.getNickname());

} else {
resp.sendRedirect(userService.createLoginURL(req.getRequestURI()));

by
b

&

J

-

import webapp2

class MainPage(webapp2.RequestHandler):
def get(self):
self.response.headers|['Content-Type']l = 'text/plain'
self.response.write('Hello, World!"')

application = webapp2.WSGIApplication([('/"', MainPage),], debug=True)

\_

A )

application: your—-app-id
version: 1

runtime: python27
api_version: 1
threadsafe: true

handlers:
—url: /.%

script: helloworld.application"/}

\



Google

App Engine
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Software-as-a-Service

— Cloud provides an entire application
— Often running in the browser
— Application and data hosted centrally
— No installation, zero maintenance
— No control (no need for a sysop)
— Example:
— Google Apps, Word processor, presentation, spreadsheet,
calendar, photo, CRM, Dropbox Paper

salesforce

( Application )

C Runtime )
(Databases )
( Security )
-
(Virtualization)
C Servers )
( Storage )
( Network )
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Differences between SaaS and traditional models

[ e s
“ one time (upfront) subscription

local machine internet

manual managed

local IT managed

local IT managed

on-prem managed

initial sale & upgrades high-subscription rate

[ ]
>



Amazon AWS today

T

Compute

/S

Developer Tools

Iy

Mobile Services

©

Internet of Things

_-
Z A

Storage

==

Management Tools

3]

Application Services

6.9

Contact Center

Explore Our Products

Database

g

Security, Identity & Compliance

Messaging

G

%

Migration

il

Analytics

Business Productivity

3

Networking & Content Delivery

g

Artificial Intelligence

B

Desktop & App Streaming
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CHALLENGERS

Albaba Cloud @

——

BM @

ABILITY TO EXECUTE

NICHE PLAYERS

Oracle @

@ Google

LEADERS

Amazon Web Services @

@ Microsoft

VISIONARIES

COMPLETENESS OF VISION E—

Source: Gartner (July 2019)

As of July 2019 © Gartner, Inc
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AWS Growth Acceleraies

AWS Overall Business

Amazon S3 Usage

132% external usage growth YoY in

data transfer Over 1,000,000

active customers

2009 2010 2011 2012 2013 2014

2012 2013 2014

Xmazon EC2 Usag

99% usage growth YoY

“5X the cloud capacity in use than the
aggregate total of the other 14 providers”

Gartner

$90,000
80,000
70,000
60,000
50,000
40,000
30,000
20,000
10,000
0

2004 2006

Amazon.com's revenue & profit 2004-2014

@ Net profit

@® Revenue

2008 2010 2012 2014

2005 2007 2009 2011 2013

Note: 2013 and 2014 are estimates.

In 2015 AWS Deployed Almost

ENOUGH SERVER CAPACITY EVERY DAY
TO SUPPORT AMAZON [N 2005

When it was an $8.49B Enterprise

AWS adds the capacity equivalent of a FORTUNE 500 Enterprise daily

\



Amazon Infrastructure

— 18+ Regions, connected by
private fiber

— Regions consists of 2 or more
availability zones (AZ)

— 54+ Az

— AZ <2 ms apart and usually
<1lms

— AZis one or more DCs

— DC consists of 50-80.000
machines

— Inter AZ DCs < 1/4 ms apart

source: Jame Hamilton, Relnvent 20XX

AZ

AZ

Transit

Data Center

Data Center

Data Center

\



AWS Compute

—EC2 (Elastic Compute Cloud)
—Linux or Windows VM
—Several types:
—On-demand instances
—Reserved Instances - long term, low price
—Spot Instances” - you bid on a VM

— Dedicates Instances - single tenant HW

&

[

Standard On-Demand Instances
m1.small
m1.medium
m1.large

m1.xlarge

Second Generation Standard On-Demand Instances
m3.medium
ma3.large
ma3.xlarge

m3.2xlarge

Service Commitmenit

Linux/UNIX Usage

$0.048 per Hour
$0.096 per Hour
$0.193 per Hour

$0.385 per Hour

$0.077 per Hour
$0.154 per Hour
$0.308 per Hour

$0.616 per Hour

AWS will use commercially reasonable efforts to make Amazon EC2

and Amazon EBS each available with a Monthly Uptime Percentage

(defined below) of at Ieast@Q.QS%, in each case during any monthly

St
billing cycle (the “Service Commitment”). In the event Amazon EC2 or

Amazon EBS does not meet"/ the Service Commitment, you will be

eligible to receive a Servi(/e Credit as described below.

o

/
4.3 hours downtime/year

\



AWS Storage
Storage Pricing

Region: | US Standard

Standard
Storage

$0.0300 per
GB

First 1 TB / month

$0.0295 per
GB

Next 49 TB / month

Dropbox price: 1TB $9.99/month
Dropbox used one AWS S3 bucket for all its customers!

L1

Reduced Redundancy )
Glacier Storage

Storage
0.0100 per
$0.0240 per GB $ P
GB
$0.0100 per
$0.0236 per GB - >

\



OpenStack [ ovenstack

— Open source cloud management project
— Launched in 2010 by Rackspace and NASA with in
— Open source under Apache license

— A number of distributions
— TaaS - Infrastructure-as-a-Service

— Tenants/projects & users

\



Core Services

n openstqck

- Command-line interfaces (nova, nevtron, swift, and so on)
- Cloud Management Tools (Rightscale, Enstrativs, and so on.)
- GVl tools (Pashboard, Cyberduck, iPhone client, and so on.)

=

Internet

-

=
., .y
‘

Dashboard

|

-
~_——o
-
-

OpenStack R
Networkimg APl = ~ _ & b

OpenStack
Networking API

‘Horizon”

\

Compute
“Nova”

Block
Storage
“Cinder”

Networking
“Neutron”

Ientity API

~

Authentication
“"Keystone”

e )
e
———

-
-

-




/)

ashboard:

3 openstack
Project A
Compute ~
Overview
Instances
Volumes
Images

Access & Security

Network v
Object Store

Orchestration

Data Pracessing v

Identity v

Murano v

https://xerces.ericsson.net

orizon”

& CloudCourse -

Overview

Limit Summary

VCPUs

Instances
Used 14 of 50

Volumes
Used 1 of 10

Usage Summary

Used 25 of 50

Volume Storage
Used 10GB of 100GB

RAM
Used 48.1GB of 50GB

Select a period of time to query its usage:

From: | 2017-06-01

Usage
Instance Name
eker
test-cloudcourse
My VM

ewnetu
muyi-dev

dev-ops

To:

2017-06-10

VCPUs

m The cate should be In YYYY-mm-cd format.

Active Instances: 14 Active RAM: 438.1GB This Period's VCPU-Hours: 5646.79 This Period's GB-Hours: 52695.43 This Period's RAM-Hours: 11111555.53

Disk
20GB
20GB
20GB
OBytes
20GB

40GB

2GB

2GB

4GB

64MB

4GB

BGB

Floating IPs
Allocated 10 of 10

Time since created
3 months

2 months, 3 weeks
2 months, 1 week

1 month

3 weeks, 6 days

2 weeks, 1 day

& ejoheke ~

Security Groups
Used 1 of 10

& Download CSV Summary

n openstack

\


https://xerces.ericsson.net

Compute: “Nova”

« Manage and automate pools of computer resources
- Life cycle of VM instances
- Keeps track of resources (virtual & real)

- Nova does not provide any virtualization capabilities,
Uses libvirt API to interact with supported hypervisors.
Hypervisor agnostic (Xen, KVM, VMware, Hyper-V, etc.)

* Decides where to allocate instances (Nova-Schedule)

\

n openstack



E OpenstaCk, xerces » Datahub v & ejoheke ¥

Project v
Project / Compute / Instances
API Access
Compute v I nStan CeS
Overview
Instance ID = ¥ Filter & Launch Instance @ Delete Instances More Actions v
Images Displaying 13 items
Key Pairs P Time
O Instance Name Image IP Address Flavour Key Pair Status Availability Task Power since Actions
Name Zone State
Server Groups created
. y 5 . 1 week,
Volumes > O gitlab-runner - 172.16.0.16 c4m8 gitlabxerces Active  «' nova None Running 3 days Create Snapshot | ~
el > 172.16.0.14
O gitiab ing IPs: 4m16  gitlab Acti ‘ N Running | “eek: Create Snapshot | ~
Orchestration > gitlal - Floating IPs: cdm gitlabxerces ctive «'  nova one unning 3 days reate Snapsho
129.192.70.164
Object Store >
10.0.0.14
N ejoheke-sandbox-k8s- ubuntu-1 . kubernetes- . . 1 month,
Identit : 4 J -
y > (m] e— 6.04 Floating IPs: c2m ejoheke-sandbox Active = nova None  Running 1 week Create Snapshot
129.192.68.152
10.0.0.19
ejoheke-sandbox-k8s-n  ubuntu-1 . kubernetes- . . 1 month,
. 4 ' -
] ode-2 6.04 Floating IPs: c2m ejoheke-sandbox Active = nova None  Running 1 week Create Snapshot
129.192.70.79
10.0.0.12
ejoheke-sandbox-k8s-n  ubuntu-1 . kubernetes- . . 1 month,
. 4 ) -
(@] ode-1 6.04 Floating IPs: c2m ejoheke-sandbox Active = nova None Running 1 week Create Snapshot
129.192.70.84
ejoheke-sandbox-k8s-n  ubuntu-1 kubernetes- . . 1 month,
10.0.0. 4 ' v
[m] ode-nf-2 6.04 0.0.04 c2m ejoheke-sandbox Active = nova None  Running 1 week Create Snapshot
ejoheke-sandbox-k8s-n  ubuntu-1 kubernetes- . . 1 month,
.0.0. 4 . v
(m] ode-nf-1 6.04 10.0.0.16 c2m ejoheke-sandbox Active = nova None Running P Create Snapshot
10.0.0.17
0O  Jakob - Floating IPs: c3m4 pubkey Active ' nova None Running 7 months Create Snapshot | ~
129.192.71.35
T 5 - . 7 months,
O  kubecluster-certbot - 10.0.0.15 c1m05  ascii Active «' nova None Running 1 week Create Snapshot =~
10.0.0.10
ubuntu-1 X " . . .
O  kube-cluster-server-03 Floating IPs: cdm16  ascii Active «'  nova None Running 11 months Create Snapshot | ~

D E M O oo 129.192.70.237

\



DEMO

—mmm—- ____—_——

Launch Instance

Details * Access & Security Networking * Post-Creation Advanced Options

Availability Zone
ty Specify the details for launching an instance.

nova M The chart below shows the resources used by this

project in relation to the project's quotas.

Instance Name * .
Flavour Details

CloudCourse -
Name m1.micro
Flavour * © VCPUs 1
m1.micro 4 Root Disk 0GB
Instance Count * @ Ephemeral Disk 0GB
2 Total Disk 0GB
RAM 64 MB

Instance Boot Source * @

<

Boot from image Project Limits

. Number of Instances
Image Name

CoreOS (39.9 MB) B
Number of VCPUs

Total RAM

\



DEMO

Launch Instance

Details * Access & Security
Key Pair @

ascii

Security Groups @
(¢) default

Networking *

<>
+

Post-Creation Advanced Options

Control access to your instance via
groups, and other mechanisms.

key pairs, security

\



AVAILABILITY ZONEs

Region 1
|  Glance IJ | Nova h

| Cinder Il | Quantum II

Region 2

Keystone

] | Glance | | Nova |

| HOI‘iZOIl—!I

| Cinder Il | Quantum I!

Availability Zone 1

Availability Zone 2

Availability Zone 1

Availability Zone 2

Host Aggregate-SATA disks

Specify AZ on VM creation n openstack

\



Object Store: “Swift"

- Swift is a highly available, distributed, eventually consistent object/blob store
« <key> & <object>

« Unstructured data store. Swift simply stores bits. (not a database, not block-device)

«  Swift stores blobs of data.
- Organised in containers

« Swift provides a REST API over HTTP
« Aswift storage URL looks like

- swift.example.com/v1/account/container/object - STEVEN MUEEN e ot o
vl n G, s WOt L

> 4
n openstack =


http://swift.example.com/v1/account/container/object

Block Storage:
"Cinder”

Persistent block storage for VMs
NB: There is nothing persistent with your reqgular VMs...

\
\
........

A W\l
A RERAY

Volumes (virtual raw block devices) i ¢
Be mounted inside a VM: Head""{f{f
—Will show up as /dev/hhx

— Treat like a regular drive; mount, partition, format

“Actuator Arm

\

n opensta.ck



Networking: “Neutron”

—Networking as a service

—Manages IP addresses, (static/dynamic/floating)

—Users can create their own networks, control traffic, and connect servers and devices

— Configure firewalls

\

n openstack



Image Store: "Glance”

Catalog of VM boot images

Easy to upload your own favourite OS

Save a running VM and use it as an image

Import & export

Note: do not use gcow

Q Core OS5 Products v Open Source v Resources Company v Contact Us

@ container linux

A container-focused OS that's designed for painless management in large clusters

\

will reboot and update automatically... (for good and bad)



Send credentials

Authenticatio
“Keystone”

Receive token

n openstack

\\



Start VM

'Dashboard
“Horizon”
Find image * Find HW node
Object Image Compute Block Networking
Store Store “Nova” Storage | “Neutron”
“Swift” “Glance” .| “Cinder”

Authentication
“Keystone”

= B

penstac

LOUD SOFTWARE

\\



Create a copy

Dashboard .. Loadimage on write
“ : ” filesystem and
Horizon boot
Object Image Compute Block Networking
Store Storg  “Nova” - Storage “Neutron”

“Swift” ‘Gl “Cinder”

Authentication
“Keystone”

3 openstack

\\



Object Image
Store Store
“Swift” “Glance”

Authentication
“Keystone”

'Dashboard
“Horizon”

Compute
' “Nova”

Create volume / mourit

Block
Storage
“Cinder”

.

Networking
“Neutron”

= B

penstack

LOUD SOFTW

\\



# curl http://169.254.169
meta_ data.json

user_ data

password

vendor_ data.json

.254/openstack/latest/

Object
Store
“Swift”

Dashboard

“Horizon”
Image Compute
Store “Nova”

“Glance”

Authentication
“Keystone”

&

Retrieve meta data CIO u d 'i n i t

Get the SSH keys
Getting your boot

cloud-init
Meta data Block Networking
server StOrage “NeuJ[I’Oﬂ”
“Cinder”

CLOUD S(

= openstack

\\



- Command-line interfaces (nova, neutron, swift, and so on)
- Cloud Management Tools (Rightscale, Enstrativs, and so on.)
- GVl tools (Pashboard, Cyberduck, iPhone client, and so on.)

0 orenstac

Internet

Store
“Swift”

ey AR _

: Object

Store
“Glance”

\ !

Dashboard
“Horizon”

|

_____________ mwl::kk . Nnmm*m
R - m;::;mgm\:::: Sy
T
Block Networking
Storage “Neutron”

“Cinder”

~1 Authentication
“Keystone”

-
-
——
-

-
-
-
-
P~ aa ———=="

- = 2t




- Command-line interfaces (nova, neutron, swift, and so on)
- Cloud Management Tools (Rightscale, Enstrativs, and so on.)
- GVl tools (Pashboard, Cyberduck, iPhone client, and so on.)

Internet

=

| 7
/ om'" s AR ) ey

OpenStack
Block Storage APl
. © Horizon A Oncuttiik
"—— P - Networking APL — — 4 Networking API
" 7’ S
7 -
L’ bs ~ s Opentiack =
OpenStack r ~ "__-—' Nﬂwnrlduk'l‘~
e AT cruek SEET B
I/ Mentity OpenStack
‘" Block Storage AP
, \
] I I ‘
! nova-api
I_ . OpenStack — = cinder-api
. slance-apl Ao hm n (08, EC2, Adwmin)
7 4 1 OpenStack ,
4 [ - i ‘
4 1 ] N
4 h \ | 1 ~{ nova-compute
X! /
1 | !
\ nevtron
| I nevtron
-J “ [ H | aaentls) pluainis)
‘ account ‘eonhlmr ‘ object h \ | | libvirt, XenAPY, ete. -
I v !
| . 1 '
I Y !
| I \
object | | 1 \
store \ I \ \
| ! !
1
OpenStack Object Store || | :
I
|\ I :
\ Opestack tak
\ \ | OpenStack ! s enStack AR
N \ entity | | rt- -
N \ | Image Service APl h 5 OpenStack Compute Block Storage
22 s I o
tack |
3:."‘.'}, AP

3 openstadk



DEMO

Launch Instance

Details * Access & Security Networking *

Selected networks

@ CloudCourse (786b4e62-b6d9-4600-8550-02337feBeba)
i -

Available networks

A~
{ v TeSt (89cd3e76-d623-4ff0-aféc-07af32e42281) ]

‘ ~ cktutorial-net (015e32cf-7af8-4a48-80d3-45fd66ae754b)
” (+
+

‘ $ cristi (1cs0251-696-448d-83c3-0548bar4gore) ‘

Post-Creation Advanced Options

Choose network from Available networks to Selected
networks by push button or drag and drop, you may
change NIC order by drag and drop as well.

\



Openstack CLI

Datahub-openrc.sh

openstack server list

openstack network list

openstack help

openstack server help

> 4
n openstack =



Openstack CLI

S openstack server create --image "Ubuntu 18.04" --network "internet" --flavor "clml" --key-name
"ascii" cli-test

————————————————————————————— e e e e e e e e e e e e e e e e e e e e e e e e
| Field | value |
e e e e e e e e e e e e e T e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| created | 2019-08-21T12:12:46% |
| flavor | ¢clml (dbd3b206-0783-4243-b6fe-1e43d765d633)

| hostId | |
| id | 2bdeebae-5c4a-4d35-b42e-fec06cl196351

| image | Ubuntu 18.04 (18a5fc04-39b0-49b8-ac52-3a572ed1d5c3) |
| key name | ascii |
| name | cli-test |
| progress | 0 |
| project id | 9147fbfe224c4bd4864eec589413c095

| properties | |
| security groups | name='default'

| status | BUILD |
| updated | 2019-08-21T12:12:46% |
| user id | 205a3ad1266927448414a68de327¢c12£35e38b£740d05d4e76353d0d45af4b96 |
| volumes attached | |
T e e e e e e e e e e e e e e e e e e e e e e e e e e e +



OPENSTACK CLI ClientS

# pip install python-PROJECTclient

— Python clients
— Tip: use VirtualEnv

barbican - Key Manager Service API
ceilometer - Telemetry API

cinder - Block Storage APl and extensions
cloudkitty - Rating service API
designate - DNS service API

fuel - Deployment service API

glance -Image service API

gnocchi - Telemetry API V3

heat - Orchestration API

magnum - Container Infrastructure Management service API
manila - Shared file systems API

mistral - Workflow service API

monasca - Monitoring API

murano - Application catalog API

neutron - Networking API

nova - Compute APl and extensions
senlin - Clustering service API

swift - Object Storage API

trove - Database service API

n openstack

\



Python SDK

from credentials import get session
from novaclient.client import Client

session = get session()
nova client = Client("2.1", session=session)

worker name = "dummy"

image = nova client.images.find(name="Ubuntu 18.04")

flavor = nova client.flavors.find(name="clml")

net = nova client.networks.find(label="internet")

nics = [{'net-id': net.id}]

instance = nova client.servers.create(name=worker name, image=image, flavor=flavor,
key name="ascii", nics=nics)




REST from the commandline

$ curl -X POST http://128.136.179.2:5000/v2.0/tokens \
-H "Content-Type: application/json" \

-d '{"auth": {"tenantName": "'"$OS_ TENANT NAME"'", \
"passwordCredentials": {"username": “'"$OS USERNAME"'", \
"passwordll : ni HSOS—PASSWORDH ! ll}}} ! \

| python -m json.tool

S curl -H "X-Auth-Token: 558f82170b9b46a8a088019774d382d1" \
http://94.246.116.200:5000/v2.0/tenants\
| python -m json.tool

> 4
n openstack Z



http://94.246.116.200:5000/v2.0/tenants%5C

But cloud is more than just a cost
saving business model.

It's a new way of operating and
designing services.

\



AU

ation

L everage the fact that the infrastructure
s virtual and thus can be programmed.

Infrastructure-as-code

\



bob-the-mailserver
sperry-the-fileserver

Pets vs Cattle

cluster-server-151
cluster-server-152

\



Infrastructure-as-Code

— Orchestration is the creation of virtual resources and connecting them together
(sometimes called provisioning).

— Configuration is the process of installing software on the orchestrated nodes and set
parameters, etc.

— Many different tools: Many different tools: Chef, Puppet, Salt, CloudFormation, Heat,
Terraform, Ansible, etc.

— We will use Terraform for orchestration & Ansible for configuration.

\



HashiCorp

— Declarative [ have | [ have )
\_ J Y, server network

Terraform

N

— State you desired state, i.e. what T rave ) (Firewall ) l
servers should be running and how | router | [ setting |
te
they should be connected crea
’ ( connect 1 [ set ) create plan SSH-keys
router SSH-keys
N\ Y, \_ Y,

— Terraform then calculates a plan (a
.

DAG) and applies the actions connect | [hove disk | Create

disk router
\_ _J _J/

use disk

Mount Configure
disk firewall

/
DEMO

Al

\



Terraform

an example network

Syntax
resource "openstack_networking_network_v2" "network" {
<BLOCK TYPE> "<BLOCK LABEL>""<BLOCK LABEL>"{ name = “simple-network"
<IDENTIFIER> = <EXPRESSION> admin_state_up = "true"
} }
variable "availability_zones" { resource "openstack_networking_subnet_v2" "subnet" {
description = "A list of availability zones" name = "simple-subnet"
type = list(string) network_id = "${openstack_networking_network_v2.network.id}"
} cidr="192.168.1.0/24"
}
resource "aws_vpc" "main" {
cidr_block = "${var.base_cidr_block}" resource "openstack_networking_router_v2" “router” {
} name = "simple-router"

admin_state_up = "true"

external_network_id = "${var.external_network_id}"

File }

Save as Terraform configurations in files "* tf"

resource "openstack_networking_router_interface_v2" “router_iface" {

Command line router_id = "${openstack_networking_router_v2.router.id}"
subnet_id = "${openstack_networking_subnet_v2.subnet.id}"
$ terraform }




Terraform

an example instance

resource "openstack_compute_keypair_v2" "ssh_keypair" {
name = "simple-keypair"
public_key = "${chomp(file(var.public_key_path))}"

}

resource "openstack_compute_instance_v2" "server” {

name = "simple-server"

image_name = "${var.image}"

flavor_id ="${varflavor}"

key pair ="${openstack_compute_keypair_v2.ssh_keypair.name}"

network {
name = "simple-network"

}

resource "openstack_networking_floatingip_v2" "floatingip” {

pool  ="${varfloatingip_pool}"
}

security_groups = [
"${openstack_networking_secgroup_v2.security_group.name}",
"default”,

]
}

\



Terraform

an example security group

DEMO

resource "openstack networking_secgroup_v2" "security_group" {
name  ="simple-secgroup"
description = "Rules for the simple project"”

}

resource "openstack networking_secgroup_rule_v2" "allow_ssh" {

direction = "ingress"

ethertype ="IPv4"

protocol = "tcp"

port_range_min ="22"

port_range_max ="22"

remote_ip_prefix = "0.0.0.0/0"

security_group_id = "${openstack_networking_secgroup_v2.security_group.id}"

\



Ansible

— Playbooks are the basis in Ansible for configuration management and multi-machine
deployment system

— Each playbook is composed of one or more ‘plays’ in a list.

— The goal of a play is to map a group of hosts to some well-defined roles.,
represented by things ansible calls tasks. At a basic level, a task is nothing more
than a call to an ansible module.

— By composing a playbook of multiple ‘plays’, it is possible to orchestrate multi-machine
deployments, running certain steps on all machines in the webservers group (role),
then certain steps on the database server group, then more commands back on the
webservers group, etc.

— "plays” are more or less a sports analogy. You can have quite a lot of plays that affect
your systems to do different things. It's not as if you were just defining one particular
state or model, and you can run different plays at different times.

\



Ansible

A simple playbook

- hosts: webservers
remote_user: root

tasks:
- name: ensure apache is at the latest version
yum:
name: httpd

state: latest
- name: write the apache config file
template:
src: /srv/httpd.j2
dest: /etc/httpd.conf

- hosts: databases
remote user: root

tasks:
- name: ensure postgresql is at the latest version
yum:
name: postgresql
state: latest
- name: ensure that postgresql is started
service:
name: postgresql
state: started

Inventory

[webservers]
113.56.188.22
wwwl.ericsson.net

[databases]
136.241.4 .34
dbl.1lu.se

ansible-playbook —-i hosts site.yml

\



Ansible

templates, notifications and handlers

name: template configuration file
template:
src: template.j2
dest: /etc/foo.conf
notify:
- restart memcached
- restart apache

handlers:
- name: restart memcached
service:

name: memcached
state: restarted
- name: restart apache
service:
name: apache
state: restarted

ansible-playbook -i hosts site.yml

\



Assignment #1A

Implement a visitor counter service. Use Horizon and the CLI

Redioans - [Woly's £ nmmpde of an EXTREMELY BAD Hi Conmind [ =]
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Object Store
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Assignment #1A

Implement a visitor counter service. Use Horizon and the CLI

— Create virtual infrastructure by clicking in the GUI

— Install the OpenStack command-line tools and learn how use (list servers, start servers, list objects
in Swift, upload and download objects)

— Implement a very simple web server that reads and writes from persistent storage provided by
OpenStack

— Show that it is possible to add and remove web servers and maintain a consistent behaviour for
the visitor counter

\



Assignment #1B

Implement a visitor counter service. Use Terraform and maybe a bit of Ansible

Netvenws - [Wol's €sample of an EXTREMELY BAD 1 Coumiml P 3|
ababe Qpowe

e
; =
This Many People Have Been to MY Page:
: Object Store
D [0 Yeu Go Jedsaie Qpawn Quacey e fep
| | e | it 1 thie | Pt g ||
r I -2 / counter

0123456709

— Same asin 1A, but using Terraform.

— You may reuse the VM server image from 1A or use Ansible for configuration.

\



