Master Thesis Proposal 2025/2026

Title: Multimodal Brain-to-Language Model (BLM)
Industrial Supervisors: Emina Alickovic & Martin Skoglund (Adj. Assoc. Professors at LiU & Principal/Senior Scientists at Oticon A/S), 
Project description: This project aims to develop a Brain-to-Language Model (BLM) that maps neural signals directly to semantic representations of speech. Inspired by the recent success of multimodal large language models (LLMs), we will start with a small-scale model that decodes EEG signals into embeddings representing speech content. The focus is on building generative deep learning models capable of extracting meaningful information from noisy, high-dimensional neural data. The EEG data were collected while participants listened to competing speech streams, attending to one speaker while ignoring the other. This setup provides a challenging selective attention task, ideal for testing neural decoding models. The project will investigate how deep learning can bridge neural activity and language representations, with potential applications in brain-steered hearing devices and next-generation neural interfaces.
Method: Multiple EEG datasets will be provided by the Eriksholm Research Centre, part of the hearing aid manufacturer Oticon A/S. The datasets include mobile EEG recordings, eye gaze, and head movement data from both normal-hearing and hearing-impaired participants engaged in competing talker tasks under varying levels of listening difficulty. These diverse, multimodal recordings will be used to train and evaluate the small-scale BLM, mapping EEG signals to semantic embeddings of speech.
Program Duration: 20 weeks, 30HP, with a flexible starting date.
Contact: emina.alikovic@liu.se and/or martin.skoglund@liu.se  
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