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Abstract

The thesis discusses closed-loop control of the hypnotic and the analgesic components of anesthesia. The objective of the work has been to develop a system which independently controls the intravenous infusion rates of the hypnotic drug propofol and analgesic drug remifentanil. The system is designed to track a reference hypnotic depth level, while maintaining adequate analgesia. This is complicated by inter-patient variability in drug sensitivity, disturbances caused foremost by surgical stimulation, and measurement noise. A commercially available monitor is used to measure the hypnotic depth of the patient, while a simple soft sensor estimates the analgesic depth. Both induction and maintenance of anesthesia are closed-loop controlled, using a PID controller for propofol and a P controller for remifentanil. In order to tune the controllers, patient models have been identified from clinical data, with body mass as only biometric parameter. Care has been taken to characterize identifiability and produce models which are safe for the intended application. A scheme for individualizing the controller tuning upon completion of the induction phase of anesthesia is proposed. Practical aspects such as integrator anti-windup and loss of the measurement signal are explicitly addressed. The validity of the performance measures, most commonly reported in closed-loop anesthesia studies, is debated and a new set of measures is proposed. It is shown, both in simulation and clinically, that PID control provides a viable approach. Both results from simulations and clinical trials are presented. These results suggest that closed-loop controlled anesthesia can be provided in a safe and efficient manner, relieving the regulatory and server controller role of the anesthesiologist. However, outlier patient dynamics, unmeasurable disturbances and scenarios which are not considered in the controller synthesis, urge the presence of an anesthesiologist. Closed-loop controlled anesthesia should therefore not be viewed as a replacement of human expertise, but rather as a tool, similar to the cruise controller of a car.
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Preface

Motivation

Closed-loop control has found its successful application in a wide range of fields, stretching from indoor temperature control, to robotics or tracking in DVD players. However, it has had a comparably limited impact in the field of medicine.

The suggestion of controlling drug delivery for maintaining an adequate anesthetic state during surgery is an exception and was proposed and demonstrated already in the 1950s [Soltero et al., 1951]. There has since emerged numerous studies on the topic, utilizing a wide range of control strategies. However, little has changed in clinical practice. One contributing reason to this is the justified concern regarding patient safety. This is foremost manifested through the regulatory challenges facing any candidate system, particularly in North America [Manberg et al., 2008]. In order to achieve a broad clinical acceptance, it must therefore be demonstrated that a candidate system is safe and that it provides a benefit over manual drug dosing.

The potentials of closed-loop controlled anesthesia is that it is expected to decrease drug dosage and facilitate post-operative recovery while increasing patient safety and decreasing the workload of the anesthesiologist [Hemmerling et al., 2010], [Liu et al., 2006], [Struys et al., 2001]. It might also reduce the variability in drug dosing between anesthesiologists [Mackey, 2012]. This has been confirmed by several studies, as mentioned in Section 1.2 of the thesis. It is therefore rather questions concerning patient safety, which are currently inhibiting a wider clinical acceptance. In fact, several clinical studies, including [Absalom and Kenny, 2003] and [Haddad et al., 2011], report poor robustness, manifested as oscillatory response of the control system for some cases.

It is unlikely that one control system (of practical complexity) will be able to account for all patients in all anesthesia situations. In fact, this is not needed in the presence of an anesthesiologist, who can intervene during cases when the system does not perform satisfactory. This could pose a con-
cern when it comes to system performance, but an acute threat to patient safety can be avoided by introducing hard low-level bounds on e.g. drug infusion rates, which confine the closed-loop system to an operational envelope from within which poor performance can easily be recovered by switching to manual mode.

With what has been mentioned in mind, the main motivation behind the work resulting in the thesis has been to demonstrate the safety and potential of a closed-loop anesthesia system, both in simulation and clinically. This includes showing that simple low-order models and controllers are adequate for the task and that analgesia can be successfully controlled, in the absence of a reliable dedicated clinical monitor, by using a simple soft sensor approach. In order to show this, an appropriate set of performance measures is required. However, the measures most frequently used in closed-loop controlled anesthesia were adopted from another context, for which they were tailored. Another motivator has therefore been to establish a set of performance measures which more closely reflects the clinical outcome.

A more detailed motivation of the work behind the thesis relies on technical and medical aspects. Consequently, it is not given here, but rather integrated into the remainder of the text.

Contributions

Papers
Parts of the work underlying the thesis have been previously published or accepted for publication. References to the corresponding papers are chronologically listed below, together with a brief description of their contribution to the thesis. The role of the author in the work behind each paper is explicitly stated.


The two customary approaches to controlling the hypnotic depth component of anesthesia is to use either robust or adaptive techniques. The shortcoming of the robust techniques is that they need to be very conservative, due to large inter-patient variability in drug sensitivity. Meanwhile, continuously adaptive techniques are challenged by the presence of unmeasurable disturbances, mainly resulting from surgical stimulation, as well as measurement noise. The paper presents an alternative where a robust controller is used during the initial induction phase of anesthesia, during which there is
no surgical stimulation. The response of the patient to the hypnotic drug is subsequently used to re-tune the controller and the re-tuned controller is employed throughout the remainder of the procedure. Consequently, individualized control is achieved, while avoiding the issues related to continuous adaptation. The proposed scheme is evaluated in simulation on a set of previously published patient models, identified from clinical data.

K. Soltész wrote the simulation software, proposed the controller tuning and was the main author of the manuscript.


The first study with a PID controller-based automatic drug delivery system for propofol anesthesia in children is presented. It is shown that a robustly tuned PID controller is capable of delivering safe and adequate anesthesia. The design process of the control system is reviewed. Results are discussed and compared to those of two previous studies in adults.

K. Soltész designed the controller in the underlying study, based on patient models identified by K. van Heusden. He also wrote the simulation software used prior to clinical evaluation. The manuscript was assembled by K. Soltész, with useful input from the co-authors.


The paper suggests an extension of an existing, clinically evaluated, closed-loop drug delivery system for hypnotic depth control using propofol. The extension introduces closed-loop administration of the analgesic drug remifentanil, thus forming a multiple-input single-output (MISO) control system. Remifentanil acts in, and is metabolized at, a significantly faster time scale than propofol. Direct control of analgesia is hindered by the current absence of a reliable real-time nociception monitor. However, several hypnotic depth monitors respond to nociception. Sudden changes in the measured hypnotic depth are frequently caused by changes in noxious stimulation. The novelty of this work lies in increasing the disturbance rejection bandwidth of the control system for hypnotic depth by directing the high frequency content of its control error to a remifentanil controller. A control system based on this simple soft sensor approach was implemented and tuned using the same patient models as in Paper II. The performance of the system was demonstrated in a realistic simulation scenario.

K. Soltész proposed the structure and tuning of the additional control loop, with technical input from K. van Heusden, G. A. Dumont and T. Häg-
glund. J. M. Ansermino provided clinical information necessary for tuning the controller and devising realistic simulations.


This paper is based on the same study as Paper II, but presents the entire study involving 102 closed-loop controlled anesthesia cases. The initial controller was deliberately tuned conservatively, as described in Paper II. A slightly more aggressive controller tuning was supported by the extended set of patient models available after the first 23 clinical cases using the initial controller.

The paper was written foremost by K. van Heusden. K. Soltész was involved in the data analysis and controller tuning prior to, and during, the clinical study and assisted in assembling the manuscript.


This paper is an extended journal version of Paper I, giving a more in-depth analysis of what one could expect to achieve from an individualized hypnotic depth control scheme.

K. Soltész wrote the simulation software, proposed the controller tunings and was the main author of the manuscript.


The clinical details of the study, upon which Papers II, IV and VII are based, are presented in this paper.

N. West was the main contributor to this publication. K. Soltész took part during some of the clinical cases and assisted in preparing the manuscript – particularly the controller related section.


This paper presents the model structures and system identification methods used to obtain the models, which were used in tuning the controllers described in Papers II, IV and VI.
The paper was written foremost by K. van Heusden. K. Soltész characterized the unidentifiability problem, caused by the lack of sufficient input signal excitation, and proposed the introduction of low (first) order models. He also assisted in assembling the manuscript.


Recently, several control systems for closed-loop anesthesia have been demonstrated both in simulation and clinical studies. A set of performance measures, proposed by Varvel et al., have constituted the standard means of comparing such systems. This paper debates the adequacy of the Varvel measures, as applied to closed-loop anesthesia, and proposes an alternative set of measures. Key features of the proposed measures are: wide acceptance within the control community; reflection of clinical feasibility; separate measures for induction and maintenance of anesthesia; separation of outliers detection and performance evaluation. The proposed measures are descriptive, few, and easy to compute.

K. Soltész constructed the examples and wrote the manuscript. G. A. Dumont and J. M. Ansermino provided useful comments on engineering and clinical aspects, respectively.

**Unpublished Work**

Apart from the enlisted papers, the thesis contains contributions, which have not yet been published. A deeper discussion on what the challenges and objectives of modeling and controlling anesthesia in humans is provided. A variation of the identification scheme in Paper VII is proposed, together with a related discussion on model structure. Integrator anti-windup and a possible way to handle temporary loss of measurement signal are discussed. Finally, an up to date survey of prior art in closed-loop controlled hypnosis (using propofol) and analgesia (using remifentanil) is given.
Outline

Chapter 1 provides an introduction to clinical anesthesia from an automatic control perspective. This involves a review of the functional components and temporal phases of anesthesia and an introduction to the anesthetic drugs considered in the thesis. Different drug dosing regimens and clinical monitors are presented. Finally, models commonly used in the literature are introduced.

Chapter 2 reveals identification issues related to the models introduced in Chapter 1. Previous and current attempts to approach these issues are presented. A model structure and identification procedure with the aim of producing safe models in the absence of adequate input excitation is proposed and demonstrated on clinical data. The resulting models are subsequently used throughout the thesis.

Chapter 3 deals with control of the hypnotic and analgesic components of anesthesia, defined in Chapter 1. Goals for a hypnotic depth closed-loop control system are established. A controller structure and tuning method, based on the models revealed in Chapter 2, for meeting these goals are introduced. The outcome of a clinical study, implementing some of the proposed techniques and justifying the remaining, is presented. Chapter 3 also proposes a simple soft-sensor based technique to control analgesia by means of remifentanil infusion. The analgesia controller is intended to be used alongside the hypnotic depth controller, with no changes made to the structure or tuning of the latter. Its functionality and performance is demonstrated in a realistic simulation scenario.

Chapter 4 is divided into two parts. The first part summarizes the thesis and the second part proposes future research directions and activities.
1

Introduction

1.1 Clinical Anesthesia

The thesis deals with automation within clinical anesthesia. The aim is to make the text self-supporting, which is why the first chapter contains an introduction to clinical anesthesia, from the viewpoint of a control systems engineer. This introduces the minimum of information needed to support the remaining text, assuming no medical knowledge on top of what is provided in the high school curriculum. (Medical terms, with which the engineer might not be familiar, are explained in footnotes.) The interested reader might therefore wish to consult a text book, e.g. [Miller and Pardo, 2011] or [Barash et al., 2009], to obtain a broader introduction to the field of clinical anesthesia. A historical perspective is provided in [Keys, 1978] or the more recent [Diaz et al., 2001].

Functional Components

Although anesthetic drugs are used in several contexts, the intended target application in the thesis is elective general surgery. Within this application, anesthesia can be conveniently classified into three functional components, each associated with a corresponding class of drugs [Barash et al., 2009]. These functional components are shown in Figure 1.1 and presented below.

Hypnosis The main functional component of anesthesia is hypnosis, or the rendering of drug-induced unconsciousness. Its purpose is to take the patient to a state which inhibits the perception and recall of noxious stimuli\(^1\).

Analgesia Although an adequate hypnotic state prevents the patient from perceiving or recalling noxious stimuli, their presence can still affect the hemodynamic\(^2\) state of the patient, respiration and hormonal secretion. This

---

\(^1\) Noxious stimulus: an actually or potentially tissue damaging event.

\(^2\) Hemodynamics: the study of blood flow and circulation.
Figure 1.1  The three functional components of clinical anesthesia: hypnosis, analgesia and immobility.

can be prevented by analgesic\textsuperscript{3} drugs which compromise the sympathetic and parasympathetic nervous systems.

\textbf{Immobility}  Certain muscles, particularly abdominal\textsuperscript{4} ones, exhibit reflex activity. This activity is typically not blocked in an adequate hypnotic and analgesic state, which motivates the use of paralyzing drugs, establishing a neuromuscular blockade, during some surgical procedures. The resulting immobility component of anesthesia is completely decoupled from hypnosis and analgesia, which allows separate treatment from a control perspective. The thesis focuses entirely on control of the hypnotic and analgesic patient states and there will consequently be no emphasis on the immobility component of anesthesia.

\textbf{Anesthetic Drugs}  
This section discusses some aspects of drugs used to provide an adequate hypnotic and analgesic state during surgical procedures. Furthermore, the two drugs used throughout the remainder of the thesis are introduced.

\textbf{Hypnotic Drugs – Propofol}  A drug of which the main purpose is to control the hypnotic state of the patient is referred to as a hypnotic drug. There exist a multitude of known hypnotic drugs, several of which are no longer used in clinical practice. See [Barash et al., 2009] for an extensive pharmacopedia. Hypnotic drugs can be classified by means of administration; inhalation or intravenous infusion.

\textsuperscript{3} Analgesia: the absence of sensibility to pain.
\textsuperscript{4} Abdomen: the part of the body that lies between the thorax and the pelvis and encloses the stomach, intestines, liver, spleen, and pancreas.
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The routinely used inhaled volatile drugs\(^5\) (nitrous oxide, isoflurane, desflurane and sevoflurane) are not purely hypnotic, but also provide analgesia to some extent. By means of real-time mass spectroscopy it is possible to measure the alveolar\(^6\) uptake, by comparing drug concentration in inhaled and exhaled gas.

Routinely used intravenous drugs (propofol, ketamine, etomidate, midazolam, diazepam, lorazepam and thiopental) are pure hypnotic drugs, with the exception of ketamine which also provides analgesia to some extent. Propofol is a relatively new addition to this group, introduced in the 1990s. It has both fast redistribution and metabolism [Cummings et al., 1984] and does not accumulate in tissues unlike some of the other drugs. Particularly due to these properties, propofol has become widely accepted and the standard drug of choice for intravenous anesthesia. Throughout the remainder of the thesis, propofol will be the hypnotic drug of consideration.

Unlike inhaled drugs, it is not possible to measure the effect site (brain) concentration of propofol in real-time. This disadvantage is outweighed by the fast redistribution and metabolism of the drug, its lack of accumulation and the possibility of precise titration by means of electronically controlled intravenous infusion pumps. Besides, it is common practice to predict the effect site drug concentration using mathematical patient models, introduced in Section 1.3.

A major advantage of propofol, as compared to inhaled drugs, is that it is a pure hypnotic. This allows for decoupled control of the hypnotic and analgesic components of analgesia. It should be mentioned that this decoupling is, however, somewhat complicated by a synergistic interaction between propofol and several analgesic drugs. A model of this synergy is introduced in Section 1.3.

Another reason for the increasing popularity of propofol is that its use is associated with low incidence of postoperative nausea and vomiting compared to other hypnotic drugs [Borgeat et al., 1992], [Sebel and Lowdon, 1989]. This decreases the duration of postoperative care and ultimately patient mortality. Furthermore, propofol lacks the strong hypotensive\(^7\) action common to inhaled drugs.

**Analgesic Drugs – Remifentanil** The fact that inhaled hypnotic drugs have analgesic properties enable their stand-alone use during surgical procedures involving limited noxious stimulation. During more stimulating procedures, or whenever the hypnotic drug of choice does not possess analgesic

---

\(^5\) Volatile drug: a drug that can be readily vaporized and administered by inhalation or mechanical ventilation.

\(^6\) (Pulmonary) alveolus: the blood–breathing gas interface site for oxygen and carbon dioxide.

\(^7\) Hypotensive: causing a reduction in blood pressure.
effect, an analgesic drug is co-administered with the hypnotic one.

The most frequently used analgesic drugs are from the family of opioids (remifentanil, sufentanil, alfentanil, fentanyl, morphine and hydromorphone). In doses representative for clinical anesthesia, opioids do not exhibit hypnotic properties. However, there exists a synergistic effect between opioids and several of the hypnotic drugs, including propofol [Kern et al., 2004], [Minto et al., 2000]. This synergy enforces both the effect of the hypnotic and analgesic drug and plays a key role when the drugs are co-administered.

Remifentanil is the most recent addition to the opioid family. It is characterized by its very fast redistribution and metabolism; remifentanil is the fastest-acting of the opioids and its dynamics are of an order of magnitude faster than those of propofol. This makes remifentanil well suited for closed-loop controlled anesthesia and at the same time somewhat harder to manually titrate than the other opioids. The explanation of its fast metabolism is that remifentanil is metabolized by esterases in the blood plasma, while the metabolism of other opioids rely on hepatic biotransformation and renal excretion. This motivates the use of remifentanil in patients with liver or kidney conditions.

The Anesthetic State

In the context of this work, providing adequate anesthesia is equated to controlling the anesthetic state of the patient undergoing general surgery. The anesthetic state is here defined as the combination of the hypnotic and analgesic states. The means of affecting this state (the control signals) are the intravenous infusion rates of propofol and remifentanil, respectively.

**Depth of Hypnosis** The hypnotic state can be adequately quantified by a scalar variable, referred to as the depth of hypnosis (DOH). The DOH measurement variable is defined in Section 2.1. As described later in this section, there exist real-time DOH monitors, enabling feedback control of the DOH. Modeling the influence of propofol infusion rate on the DOH is the topic of Section 1.3 and Chapter 2. For now, it is sufficient to mention that DOH is, in stationarity, monotonically dependent on the propofol infusion rate. Noxious stimulation decreases the DOH, see Section 2.2.

**Depth of Analgesia** The analgesic state of the patient can also be quantified by a scalar; the depth of analgesia (DOA). However, to date there

---

8 Esterase: any enzyme which catalyzes the hydrolysis of an ester into its alcohol and acid.
9 Hepatic: pertaining to the liver.
10 Renal: pertaining to the kidney.
11 In some literature DOA is used to denote depth of anesthesia, which is used analogously with DOH.
exist no reliable, clinically available, (real-time) DOA monitors. This is confirmed in the introduction of several works proposing novel candidates e.g. [Brouse et al., 2011] and [Liley et al., 2010].

**State Estimation**  There exists no single device, which accurately measures or estimates the anesthetic state of the patient. However, the anesthetic state is reflected in patient signs (which are relatively hard to artificially measure) and biological signals (which are generally relatively easy to measure).

Patient signs reflecting the anesthetic state involve response to speech, eyelash reflex, miosis\(^{12}\), grimacing (and other movement), breathing pattern, lachrimation\(^{13}\) and perspiration; see [Barash et al., 2009] for a more extensive description. With the partial exception of breathing pattern, all mentioned signs indicate an excessively low DOH or DOA. Since both remifentanil and propofol depress spontaneous breathing and additionally act in a synergistic fashion on both the DOH and DOA, it is hard to draw correct conclusions about the anesthetic state from the patient breathing pattern alone.

A more informed estimate of the anesthetic state can be made if measurement of heart rate, blood pressure, blood oxygen saturation and blood or end-tidal\(^{14}\) carbon dioxide concentrations are available. These are easily measurable scalar entities, monitored in every modern operating room. For instance, noxious stimulation increases blood pressure and heart rate when the DOA is inadequately low. In the aware state, the respiratory reflex is triggered by an increasing blood carbon dioxide concentration. Since remifentanil depresses the respiratory reflex, monitoring the blood or end-tidal carbon dioxide concentrations provide surrogate measures of the DOA. If the anesthetic state of the patient remains unaltered and no mechanical ventilation is provided, a high carbon dioxide concentration is likely to be proceeded by a decline in blood oxygen saturation, which can rapidly evolve into a critical state.

The DOH is reflected in the brain activity of the patient and it has been shown to correlate well with certain features of the cortical electroencephalogram (EEG), see e.g. [Liu et al., 1997] and [Bibian et al., 2010]. To date there exist several clinical DOH monitors based on this finding, including the Bispectral Index (BIS) monitor [Johansen and Sebel, 2000], the Spectral Entropy (SE) monitor [Viertö-Oja et al., 2004], the NeuroSense monitor [Bibian et al., 2010], the Cerebral State Index (CSI) monitor [Jensen et al., 2006], the Index of Consciousness (IoC) monitor [Revuelta et al., 2008], the Narcotrend monitor [Kreuer et al., 2001] and the A-line monitor [Litvan et al., 2002]. All these monitors compute a scalar DOH estimate based on the

\(^{12}\) Miosis: the constriction of the pupil of the eye, resulting from a normal response to an increase in light.  
\(^{13}\) Lachrimation: tear production.  
\(^{14}\) End-tidal: at the end of a normal exhalation.
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EEG spectrum, which is obtained non-intrusively by means of electrodes on the forehead of the patient. The A-line monitor is different from the others in that it makes use of the auditory evoked potential (AEP)\(^{15}\) resulting from the introduction of a certain sound signal by means of earphones, to determine the DOH of the patient.

The BIS monitor is the one of the mentioned devices which is by far the clinically most wide-spread. However, both clinical and simulation parts of the thesis make use of the NeuroSense monitor, for reasons explained in Section 2.1.

As mentioned, there exist no reliable, clinically available DOA monitors to date. There are, however, several ongoing studies with the aim of developing such devices. Some examples include the Surgical Stress Index (SSI) [Huiku et al., 2007] based on heart rate variability, blood pressure and plethysmographic\(^{16}\) pulse wave amplitude, the PhysioDoloris monitor [Jeanne et al., 2009] based on heart rate variability, the MedStorm monitor [Choo et al., 2010] based on skin conductance variability, the Analgoscore monitor [Hemmerling et al., 2009] based on mean arterial pressure (MAP) and heart rate, a measure [Liley et al., 2010] based on EEG characteristics and another measure [Brouse et al., 2011] based on heart rate variability. For the context of the thesis it is assumed that direct DOA measurements are not available.

Regardless of the presence of monitoring devices, human experience plays a key role in assessing the anesthetic state of the patient. In current practice, drug doses are determined by the anesthesiologist as described in Section 1.2.

**The Reference State**  Assuming the anesthetic state has been properly quantified and can be estimated in real-time, it remains to define a reference anesthetic state in order to provide adequate anesthesia. This reference is influenced by several factors, of which the type of surgical procedure is the dominant one. The magnitude and persistence of noxious stimulation plays a key role. Procedures involving moderate amounts of noxious stimulation can be conducted under a low DOH, referred to as sedation, with or without the co-administration of analgesic drugs.

Higher DOH and DOA are required in the presence of noxious stimulation. However, a high DOH or DOA depresses the respiratory system, resulting in apnea\(^{17}\) [Barash et al., 2009]. During some surgical procedures this is anticipated and the patient is mechanically ventilated through an artificial

---

\(^{15}\)Auditory evoked potential: a component of the EEG arising when the brain processes sound information.

\(^{16}\)Plethysmogram: the output of a pulse oximeter; a device usually attached to a fingertip, optically measuring oxygen saturation of arterial blood.

\(^{17}\)Apnea: the cessation of breathing.
1.1 Clinical Anesthesia

airway such as a tracheal\textsuperscript{18} tube or laryngeal mask airway\textsuperscript{19}. Other surgical procedures, particularly ones requiring airway access, dictate spontaneously breathing patients. During these procedures it is crucial to limit the DOH and DOA in order to avoid apnea in the patient.

If the DOH is too low, awareness can occur during the surgical procedure. This can be particularly problematic if neuromuscularly blocking drugs are co-administered, in which case the patient can be totally aware but unable to communicate due to the immobility caused by the neuromuscular blockade. Depending on the analgesic state the patient might or might not perceive nociceptive\textsuperscript{20} signals. The most serious cases of awareness are those which the patient is able to recall after the surgical procedure [Liu et al., 1991]. Furthermore, it is desirable to minimize drug use in order to facilitate postoperative recovery [Gan et al., 1997] and decrease long-term postoperative mortality [Monk et al., 2005]. It should also be noted that the hypnotic–opioid synergy, mentioned above and further explained in Section 1.3, provides several control signal (propofol and remifentanil infusion rate) combinations resulting in the same DOH, but with different associated DOA.

As indicated in this section there are several considerations to take into account when determining the reference anesthetic state. They will be revisited below and in Section 3.1 as they play an important role when synthesizing clinically adequate controllers for the anesthetic state.

Temporal Phases of Anesthesia

Section 1.2 reviews possible dosing regimens, which in the control framework correspond to manual, open-loop feed-forward and closed-loop techniques, respectively. Regardless of which paradigm is used, the administration of anesthesia during general surgery can be divided into three distinct temporal phases, described below.

\textbf{Induction} The induction phase of anesthesia (or simply induction) is a transient phase during which the patient is transitioned from consciousness to an adequate anesthetic state. Induction is routinely conducted by administering bolus\textsuperscript{21} doses of propofol and remifentanil followed by essentially constant rate infusions of the two drugs. The typical duration of induction is a few minutes.

Noxious stimulation is moderate during induction, with the exception of intubation\textsuperscript{22} toward the end of the induction phase during procedures

\begin{itemize}
  \item \textsuperscript{18}Trachea: Cartilaginous tube descending from the larynx (the part of the respiratory tract containing the vocal chords), carrying air to the lungs. Also known as windpipe.
  \item \textsuperscript{19}Laryngeal mask: An airway tube with a cuff which is inserted between the vocal chords.
  \item \textsuperscript{20}Nociception: the neural processes of encoding and processing noxious stimuli.
  \item \textsuperscript{21}Bolus: A single, relatively large dose of a drug.
  \item \textsuperscript{22}Intubation: the insertion of a tracheal tube.
\end{itemize}
requiring mechanical ventilation. The control challenge during induction of anesthesia is therefore that of fast reference tracking. This is foremost complicated by the presence of a large inter-patient variability in the sensitivity to propofol and remifentanil, combined with uncertain parameter values obtained for each individual, further described in Section 2.1.

An aggressive control strategy in combination with a patient–model mismatch often results in an overshoot of the measurement signal. In cases requiring spontaneously breathing patients, a DOH or DOA overshoot may result in an apneic period, which needs to be resolved before continuing with the procedure. A high DOH might also result in hypotension, which is of particular concern in fragile patients such as the elderly. On the other hand, an overly defensive control strategy will result in an induction of long duration, prolonging the surgical procedure, which ultimately influences the queuing time of the operating room. This is particularly a concern during short routine surgeries, where the duration of the entire procedure is on the same time scale as that of induction of anesthesia.

Propofol infusion is perceived as painful by several patients while the DOH and DOA are still low [Tan and Onsiong, 1998]. This is particularly true in young children [Cameron et al., 1992]. It was suggested in [Scott et al., 1988] that the perceived pain increases with decreased propofol infusion rate. Although the pain can be partially alleviated by adequate premedication, it is desirable to avoid an overly defensive drug dosing strategy at the beginning of induction.

Ultimately, a trade-off between expected induction duration and model error sensitivity has to be wisely made in the process of synthesizing a control strategy for the anesthetic state.

**Maintenance** Reaching the desired anesthetic state marks the transition from the induction to the maintenance phase. See Section 2.2 for a possible definition of the boundary between the two phases.

The main focus during maintenance of anesthesia is attenuation of the influence of noxious stimuli on the anesthetic state, further considered in Section 2.2. The control objective during maintenance is therefore that of output disturbance rejection subject to model uncertainty. As explained in Section 3.1, the reference DOH can be regarded as an interval rather than a scalar value, further motivating this focus. Similar to that during induction, a trade-off between performance and robustness needs to be made when synthesizing a control strategy.

Anesthetic reference state changes may be issued during the maintenance phase if the reference anesthetic state is deemed insufficient. It might be motivated to decrease the DOH or DOA reference toward the end of the procedure, to shorten the duration of the emergence phase. This also decreases the total use of drug.
**Emergence**  The transition between maintenance and emergence is marked by the halting of anesthetic drug administration. This is sometimes done in the presence of moderate noxious stimulation, typically from skin closure. The influence of this stimulation on the DOH shortens the time it takes for the patient to return to consciousness, ultimately influencing the queuing time of the operating room.

The emergence phase is uninteresting from a control perspective as the control signals (drug infusion rates) are disabled. However, according to the models discussed in Chapter 2, drug dosing during maintenance (and induction) can affect the duration of the maintenance phase, which should be taken into consideration.

### 1.2 Drug Dosing Regimens

As mentioned in Section 1.1, this work considers procedures during which propofol is used as the hypnotic drug and remifentanil as the analgesic one. Both propofol and remifentanil are administered by means of intravenous boluses or infusions. This setting, in which all anesthetic drugs are administered intravenously is known as total intravenous anesthesia (TIVA) [Absalom and Struys, 2007]. From a control point of view, TIVA can be provided using either of the three dosing regimens described below. It should be noted that it is not necessary to use the same regimen for all co-administered drugs. Different administration regimens may also be used for induction and maintenance or even within the same temporal phase of anesthesia.

#### Manual Control

This is the current standard practice of providing anesthesia. The anesthesiologist assesses the anesthetic state of the patient and adjusts drug dosage accordingly. In the current context, this corresponds to setting the flow rates of one propofol and one remifentanil infusion pump. If the hypnotic or analgesic state of the patient is deemed insufficient, the anesthesiologist might provide bolus doses by means of the pump interface. The role of the anesthesiologist can here be viewed as that of a sophisticated state estimator and feedback controller.

In the presence of expected changes in surgical stimulation, or other circumstances leading to an expected change of the anesthetic state, the anesthesiologist can decide to change drug infusion rates or issue a bolus dose of either drug. Furthermore, drug doses are sometimes decreased to reduce emergence time, as mentioned in Section 1.1.

To summarize, the anesthesiologist has the combined role of state estimator, feedback controller and feed-forward (from foreseeable disturbances
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(a) Manual control.

(b) Open-loop feed-forward control, also known as TCI.

(c) Closed-loop control.

Figure 1.2 Schematic overview of drug dosing regimens used in clinical anesthesia.
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and reference) controller. A schematic sketch illustrating the manual dosing regimen is shown in Figure 1.2(a).

**Open-loop Feed-Forward Control**

A step toward automated anesthesia was taken through the introduction of Target controlled infusion (TCI) systems [Absalom and Struys, 2007]. A TCI system is an open-loop feed-forward controller. Rather than setting an infusion rate, the anesthesiologist sets a target drug concentration. Depending on the TCI system, this is either a blood plasma or effect site (brain) drug concentration [Pouke et al., 2004]. The TCI system then relies on a patient model, see Section 1.3, to compute an adequate infusion profile, which is subsequently delivered to the patient intravenously by means of a computer controlled infusion pump.

From the above description it is clear that TCI systems are sensitive to model error and lack a mechanism to counteract disturbances. The role of the anesthesiologist is consequently similar to the one during manual drug dosing. A frequent assessment of the anesthetic state, see Section 1.1, is made and the target concentration is adjusted accordingly. In doing so, the anesthesiologist essentially introduces integral action to the control scheme. This is indeed needed in order to attenuate disturbances and handle model error. Feed-forward from anticipated disturbances and reference changes are handled in the same way as during manual drug dosing. A schematic sketch illustrating TCI drug dosing is shown in Figure 1.2(b), in which \( \hat{C}_e \) denotes the estimated effect site drug concentration.

So far, several similarities between manual dosing and TCI have been described. There are, however, two distinct differences between the two drug dosing regimens. Firstly, the anesthesiologist thinks in terms of target concentrations rather than drug infusion rates when using a TCI system. This is merely a matter of scaling the input signal, but can be convenient as anesthetic drugs are available in several dose concentrations. Propofol is e.g. marketed both as 5 mg/ml and 10 mg/ml solutions. Secondly, and more importantly, manual and TCI drug dosing exhibit different behaviors when infusion rate and target concentration, respectively, are changed by the anesthesiologist. Upon a target concentration change, a TCI system computes an optimal infusion profile to transition between the currently estimated drug concentration and the new reference. There are slight differences between existing TCI systems in how optimality is defined in this context. A representative definition, used in [Shafer and Gregg, 1992] corresponds to reaching the target without overshoot in minimal time.

TCI systems are commercially available on several markets apart from the USA, where the dosing regimen has not yet obtained FDA\(^{23}\) approval.

\(^{23}\)FDA: The United States Food and Drug Administration.
The oldest and commercially dominating TCI system is the Diprifusor [Glen, 1998], which provides TCI of propofol. The Stanpump TCI algorithm [Shafer and Gregg, 1992] is available as open source software and has consequently been adopted by several research studies. TCI systems for remifentanil have also been suggested and clinically evaluated, see e.g. [Moerman et al., 2009]. However, the very fast redistribution and metabolism of remifentanil limits the benefit of these systems.

It should be kept in mind that all TCI systems rely wholly on open-loop patient models. Steady state and low frequency model errors can efficiently be handled by the anesthesiologist as described above. However, meeting the optimality condition upon target concentration (reference) changes can only be guaranteed when the patient model is accurate. Currently available patient models, described in Section 1.3, are based on biometric parameters such as age and body mass. Large inter-patient variability in drug sensitivity limits the accuracy of these models.

TCI and manual dosing of propofol have been compared in several studies, with varied conclusions. It was reported in [Servin, 1998] that the TCI test group on average were subject to lower doses of propofol early during the cases, while [Breslin et al., 2004] and [Russell et al., 1995] report the opposite. During later parts of the cases [Servin, 1998] and [Breslin et al., 2004] report comparable propofol use in both test groups, while substantially higher propofol doses for the TCI test group were reported in [Russell et al., 1995]. Since both the manual and TCI dosing regimens dictate manual interaction and due to other potential differences it is hard to draw a clear conclusion from these studies, in favor of either drug dosing regimen. However, both [Servin, 1998] and [Russell et al., 1995] report that a clear majority of the involved anesthesiologist prefer the TCI over manual dosing. (No mention of clinician preference is made in [Breslin et al., 2004].)

**Closed-loop Control**

In the closed-loop control regimen drug dosing is based on feedback from a measure of clinical effect, as explained in the overviews [Bibian et al., 2005] and [Absalom et al., 2011]. Two types of controllers are commonly reported in the literature and schematically depicted in Figure 1.3; one in which the controller sets the infusion rate of a computer controlled infusion pump directly, shown in Figure 1.3(a), and one where the controller sets the target of a TCI system around which it is cascaded, shown in Figure 1.3(b). The latter architecture is de facto a limiting special case of the first and there appears to be no clear advantage of being restricted to the augmented process dynamics which the presence of the inner TCI system results in.

The anesthesiologist still plays an important role when a closed-loop controlled drug dosing strategy is used. As closed-loop controllers are purely
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(a) Direct control of the infusion rate.

(b) Cascaded control of a TCI system.

Figure 1.3 Two commonly used closed-loop control architectures in anesthesia drug delivery.

reactive, the feed-forward paths from planned setpoint changes and anticipated disturbances described previously are not present. This can be readily solved by introducing a manually controlled feed-forward term in the control signal (infusion rate or target concentration, depending on system).

A schematic sketch illustrating the closed-loop controlled dosing regimen is shown in Figure 1.2(c). In this regimen, the controlling role of the anesthesiologist, frequently adjusting the infusion profile or target concentration, is handled by a feedback controller. However, the expertise of the anesthesiologist is still needed e.g. to predict and counteract disturbances.

There exists a large inter-patient variability in the sensitivity to anesthetic drugs. There is also a significant intra-patient variability. For instance, loss of blood may alter the sensitivity to anesthetic drugs. A robust closed-loop controller can handle all these issues to some extent, but there will always be outlier cases, requiring manual attention. There is also the possibility that manual attention is needed to resolve complications originating either from the surgery or the anesthesia itself, or from equipment failure.

To conclude, providing adequate anesthesia is a complex topic and it would be naive to propose the replacement of a highly competent anesthesiologist with a simple closed-loop controller. However, the controller can be used to shift the focus of the anesthesiologist toward critical events.

The prospect of closed-loop controlled anesthesia, based on EEG measurements, was introduced in the 1950s. This work was pioneered by a group led by Bickford. Clinical trials making use of volatile anesthetics were conducted on rabbits, cats, monkeys and humans, see e.g. [Soltero et al., 1951]. Several clinical closed-loop studies involving human patients, volatile anesthetics and EEG measurements have been conducted since. From an engineering viewpoint the group led by Morari [Gentilini et al., 2001] has arguably been the
most influential. Although outside the scope of this work, it should be mentioned that closed-loop controlled administration of neuromuscular blockades have recently received significant attention; see e.g. [Mendonça et al., 2004].

In the TIVA setting, the use of EEG monitoring (BIS) as the measurement for closed-loop control was assessed in [Morley et al., 2000] with the conclusion that the BIS variable was a suitable signal for closed-loop control of DOH. Performance of closed-loop controlled propofol infusion systems guided by EEG have been reported clinically acceptable in e.g. [Absalom and Kenny, 2003]. Such a system was compared to manual dosing in [Liu et al., 2006]. The conclusion was that ”automatic control of consciousness using the BIS is clinically feasible and outperforms manual control”. Examples of other comparison studies are [Struys et al., 2001] in which the closed-loop controlled dosing was deemed clinically acceptable and resulted in an induction of longer duration, but less overshoot in the measured variable (BIS) and [Puri et al., 2007] which reports adequate closed-loop anesthesia with lower drug use as opposed to manual practice. A relatively recent addition to this list of reports is [Hemmerling et al., 2010], concluding that ”the closed-loop system for propofol administration showed better clinical and control system performance than manual administration of propofol”. Lately, closed-loop co-administration of propofol and remifentanil has drawn significant research attention. The clinical feasibility of a SIMO control approach was evaluated in [Liu et al., 2012], which concluded that ”automated control of hypnosis and analgesia guided by M-Entropy is clinically feasible and more precise than skilled manual control”. Due to the lack of reliable DOA sensors, most studies to date are, however, focused on the control of DOH.

A selection of studies featuring clinically evaluated closed-loop controllers for DOH using propofol, DOA using remifentanil or both, combined with EEG monitoring, is presented in Appendix C.1. The reader is referred to [Manberg et al., 2008] and [Bibian, 2006] for a historical survey of closed-loop control studies not limited to the use of propofol and remifentanil for controlling DOH and DOA, respectively. An up to date review of closed-loop anesthesia, with a TIVA emphasis, is found in [Dumont, 2012].

Apart from reported clinical studies, there exist a multitude of publications evaluating the feasibility of various controller architectures in the EEG-guided closed-loop controlled TIVA setting, utilizing propofol or remifentanil. A selection of such simulation work is presented in Appendix C.2. Proposed control strategies range from PI to NMPC to fuzzy.

Despite numerous clinical studies and a multitude of publications showcasing simulations, closed-loop controlled anesthesia is yet awaiting broad clinical acceptance. One legitimate reason for this is the concern of patient safety. The safe functionality of any candidate system needs to be demonstrated, preferably both in theory and practice, before it is made widely available. This dictates a validation of models used in the synthesis of the
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As described in Section 1.2, both the TCI and closed-loop controlled drug dosing regimens rely on patient models; TCI directly relies on a model while the closed-loop approach relies on a model either indirectly to tune the controller or directly if MPC, IMC or similar control techniques are pursued. This section is dedicated to introduce the by far most common model structure used to describe the redistribution, elimination and effect of anesthetic drugs. This model structure can be decomposed into a series connection of a pharmacokinetic (PK) model relating drug infusion, distribution and elimination and a pharmacodynamic (PD) model, relating effect site concentration to clinical effect. The combined model is referred to as a PKPD model. A comprehensive introduction to PKPD modeling is provided in the review [Derendorf and Meibohm, 1999].

Pharmacokinetic (PK) Models

The pharmacokinetic (PK) model describes what the body does to the drug; how it is redistributed and eliminated.

Model Structure The traditional model structure used to describe the PK is the mammillary compartment model. For propofol and remifentanil it is customary to use models with three, or sometimes two, compartments. The basic idea behind the compartment model is to cluster tissues with similar properties into compartments and model the drug flow between them, alongside elimination and addition of drug. A schematic block diagram of

\[\text{In some literature the PD model is defined as relating blood plasma, rather than effect site, concentration to clinical effect.}\]
Figure 1.4 A mammillary compartment model with three compartments.

such a model with three compartments is shown in Figure 1.4. The notation used in Figure 1.4 is explained throughout the remainder of this section.

Drug mass in compartment $i$ is denoted $m_i \geq 0$ and the per time proportion of drug migrating from compartment $i$ to compartment $j$ is described by the rate constant $k_{ij} \geq 0$:

$$\dot{m}_i = \sum_{j=1}^{n} k_{ji}m_j - \sum_{j=0}^{n} k_{ij}m_i + u_i,$$

(1.1)

where $n$ is the number of compartments in the model. The compartment corresponding to $i = 0$ is the environment and $k_{j0}$ models elimination of drug from compartment $j$. The per time mass of drug introduced into compartment $i$ from the environment is described by $u_i \geq 0$. From (1.1) it is evident that the compartmental model is a delay-free linear time-invariant (LTI) system.

In the context of anesthesia the central compartment is supposed to model the blood plasma, which is where drug is added in TIVA. Consequently, $u_i = 0 \forall i \neq 1$ and it is natural to introduce $u = u_1$. The peripheral compartments only exchange drug with each other indirectly through the central compartment. Furthermore, drug is assumed only to be eliminated from the central compartment, mainly by metabolism and excretion, rendering $k_{i0} = 0 \forall i \neq 1$. For the $n = 3$ compartment case, the application of these constraints results in the state space representation

$$\dot{m} = \begin{bmatrix} -(k_{10} + k_{12} + k_{13}) & k_{21} & k_{31} \\ k_{12} & -k_{21} & 0 \\ k_{13} & 0 & -k_{31} \end{bmatrix} m + \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} u.$$

(1.2)

The dynamics of some anesthetic drugs, e.g. remifentanil, are commonly described using only two compartments. The two compartment model is a special case of (1.2) and its state space representation is therefore not explicitly given here.

In order for (1.2) to be a realistic model, it is necessary that there is no net flow between compartments $i$ and $j$, whenever they hold the same drug...
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concentration, i.e., \( x_i = x_j \), where

\[
x_i = \frac{m_i}{v_i}. \tag{1.3}
\]

Here \( x_i \) is the drug concentration in compartment \( i \), which has volume \( v_i \). Note that the compartment volumes, also referred to as volumes of distribution, are a theoretical construct and should not be thought of in terms of a physiological volume. The mentioned net flow constraint can now be stated, assuming equal concentrations \( x_i = x_j \):

\[
k_{ji}m_j = k_{ij}m_i \Leftrightarrow k_{ji}v_ix_i = k_{ij}v_ix_j \Leftrightarrow k_{ji}v_j = k_{ij}v_i. \tag{1.4}
\]

Combining (1.1) and (1.4) yields

\[
\frac{1}{v_i} \dot{m}_i = \sum_{j=1}^{n} \frac{v_j}{v_i} k_{ji} \frac{m_j}{v_j} - \sum_{j=0}^{n} k_{ij} \frac{m_i}{v_i} + \frac{1}{v_i} u_i \\
\Leftrightarrow \dot{x}_i = \sum_{j=1}^{n} \frac{v_j}{v_i} k_{ji}x_j - \sum_{j=0}^{n} k_{ij}x_i + \frac{1}{v_i} u_i \tag{1.5}
\]

\[
\Leftrightarrow \dot{x}_i = \sum_{j=1}^{n} k_{ij}(x_j - x_i) - k_{i0}x_i + \frac{1}{v_i} u_i.
\]

Note that the compartment volumes only enter (1.5) as an input scaling. Consequently, the model (1.5) is fully parameterized by \( k_{10}, k_{12}, k_{13}, k_{21}, k_{31}, k_{10} \) and \( v_1 \) (7 parameters) in the three compartment case and by \( k_{10}, k_{12}, k_{21} \) and \( v_1 \) (4 parameters) in the two compartment case. The state space representation corresponding to (1.2) becomes:

\[
\dot{x} = \begin{bmatrix}
-(k_{10} + k_{12} + k_{13}) & k_{12} & k_{13} \\
k_{21} & -k_{21} & 0 \\
k_{31} & 0 & -k_{31}
\end{bmatrix}
\begin{bmatrix}
x \\
u
\end{bmatrix}
\begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix} u. \tag{1.6}
\]

It could be noted here that (1.2) and (1.6) are both positive systems, since their system matrices are Metzler. However, due to (1.4), only (1.6) is guaranteed to describe a compartmental system [Luenberger, 1979].

Assuming the plasma concentration \( C_p = x_1 \) is the output of (1.6), the system has the following transfer function representation:

\[
G_{C_p,u}(s) = \frac{1}{v_1} \frac{(s + k_{21})(s + k_{31})}{(s + p_1)(s + p_2)(s + p_3)}. \tag{1.7}
\]
The poles $-p_i$ solve the characteristic equation

$$\begin{align*}
p_1 + p_2 + p_3 &= k_{12} + k_{13} + k_{21} + k_{31} \\
p_1 p_2 + p_1 p_3 + p_2 p_3 &= k_{10}(k_{21} + k_{31}) + k_{31}(k_{12} + k_{21}) + k_{13}k_{21} \\
p_1 p_2 p_3 &= k_{10}k_{21}k_{31}.
\end{align*}$$

(1.8)

In some literature, the PK model is parameterized in terms of the clearances $c_i$, describing the drug volume per time, migrating from a specific compartment. The clearances for the system (1.6) are:

$$\begin{align*}
c_1 &= v_1 k_{10} \\
c_2 &= v_2 k_{21} = v_1 k_{12} \\
c_3 &= v_3 k_{31} = v_1 k_{13},
\end{align*}$$

(1.9)

where the rightmost equalities follow from (1.4).

**Effect Dynamics** It is possible to measure $C_p$ in (1.7) by means of drawing blood samples, which are subsequently analyzed. The achievable bandwidth is not high enough for control purposes, but useful for identification of the PK model parameters. When comparing the measured blood plasma concentration from such blood samples to DOH measurements from an EEG monitor, it has been observed that the monitor response lags the blood plasma concentration. A contributing reason to this is that the dynamics between the blood plasma and the effect site, which for propofol is the cerebellar cortex, are not modeled. It was suggested in [Sheiner et al., 1979] that the PK model (1.7) should be augmented by the series connected lag link

$$G_{C_p,C_e}(s) = \frac{k_{e0}}{s + k_{e0}},$$

(1.10)

where $C_e$ is referred to as the effect site concentration of the drug. Introducing the notation $x_e = C_e$ for the effect site concentration, the state space representation of (1.10) becomes

$$\dot{x}_e = -k_{e0}x_e + k_{e0}x_1,$$

(1.11)

where $x_1$ is the primary compartment drug concentration. From the notation of (1.11) it appears as if $x_e$ is the drug concentration in a compartment, which is fed by the central compartment, and from which drug is eliminated to the environment by rate constant $k_{e0}$. Assuming this "effect compartment" holds drug mass $m_e$ and has a volume $v_e$, its dynamics are described by

$$\dot{m}_e = -k_{e0}m_e + k_{1e}m_1,$$

(1.12)

$$\dot{m}_e = -k_{e0} \frac{m_e}{v_e} + v_1 k_{1e} \frac{m_1}{v_1},$$

$$\dot{x}_e = -k_{e0}x_e + k_{e1}x_1,$$

$$\frac{1}{v_e} \dot{m}_e = -k_{e0} \frac{m_e}{v_e} + v_1 k_{1e} \frac{m_1}{v_1}.$$
where the last equivalence follows from (1.4). Equating (1.11) with (1.12) yields $k_{e0} = k_{e1}$. However, to fit into the compartment framework, a term $-k_{1e} x_1$, describing the drug flow from the central compartment to the effect compartment, would have to be added to the dynamics of $\dot{x}_1$ in (1.6). Since $k_{1e} = v_e / v_1 \cdot k_{e1}$, it follows that $k_{1e} \approx 0$ when $v_e \ll v_1$. Consequently, the effect site model (1.10) fits into the compartment framework under the realistic assumption that the effect compartment has negligible volume compared to the central compartment. Under this assumption it also becomes irrelevant whether the term $-k_{e0} x_e$ in (1.11) corresponds to elimination of drug to the environment or reflux to the central compartment. The latter would add the influx term $k_{1e} x_e$ to the dynamics of $\dot{x}_1$ in (1.6), which is negligible if $k_{e1} \approx 0$.

In the literature, the effect dynamics are typically considered part of the pharmacodynamics, described in the next section, rather than the PK. This distinction is only semantic. However, in order to avoid confusion, it is pointed out that the effect dynamics (1.10) are considered part of the PK in the thesis. This choice is supported by the compartment model interpretation given above. When referring to a two- or three compartment model, the effect compartment is not counted toward this number. This omission is made to be consistent with the literature.

It was suggested in [Bibian, 2006] that (1.10) possibly under-models the true effect site dynamics, motivating the introduction of the model structure

$$G_{C_e,C_p}(s) = \frac{k_{e0}}{s + k_{e0}} e^{-sL}. \quad (1.13)$$

Furthermore, it was argued that the effect dynamics could possibly be of higher order than (1.13), but that the $C_p$ profiles available for identification were not persistently exciting of an order permitting identification of additional parameters. To justify the structure of (1.13), analysis of residuals obtained when using (1.10) and (1.13), respectively, to identify effect dynamics from clinical data were conducted. Residuals obtained with (1.13) were significantly smaller and their distribution whiter.

Connecting (1.7) and the effect dynamics (1.13) yields the combined PK model structure

$$G_{C_e,u}(s) = \frac{k_{e0}}{v_1} \frac{(s + k_{21})(s + k_{31})}{(s + p_1)(s + p_2)(s + p_3)(s + k_{e0})} e^{-sL}. \quad (1.14)$$

This structure, possibly without the delay $L$, will be referred to as the traditional PK model. Some previously published alternatives to this structure as well as their motivations are mentioned in Section 2.2. For now, let it suffice to note that (1.14) has a total of nine parameters in the three compartment case and seven parameters in the two compartment case.
Pharmacodynamic (PD) Models

The pharmacodynamic (PD) model describes what the drug does to the body; how the clinical effect is related to the drug concentration at the effect site. The common definition is that the PD describes the relation between blood plasma drug concentration $C_p$ and clinical effect. As mentioned previously, the effect dynamics are considered part of the PK in the thesis. Consequently, the role of the PD becomes to describe the relation between the effect site concentration $C_e$ in (1.14) and the clinical effect $E$. For convenience the effect is scaled so that $E = 0$ in the absence of drug and $E = 1$ is the maximal achievable effect. The plasma concentration corresponding to $E = 1/2$ is described by the parameter $C_{e,50}$. It is convenient to normalize the $C_e$ with respect to $C_{e,50}$, by introducing

$$v = \frac{C_e}{C_{e,50}}. \quad (1.15)$$

Clearly $v = 0$ in the absence of drug and $v = 1$ when the effect site concentration is $C_e = C_{e,50}$.

The PD is typically modeled as a monotone continuous function

$$E = E(v), \quad (1.16)$$

with the properties $E(0) = 0$, $E(1) = 1/2$ and $E(v) \rightarrow 1$ as $v \rightarrow \infty$. The default choice for the structure of $E(v)$ in the literature is the Hill function (also known as the sigmoidal Emax function):

$$E = 1 - \frac{1}{1 + v^\gamma}, \quad \gamma \geq 1. \quad (1.17)$$

The parameter $\gamma$ is referred to as the Hill parameter or Hill degree. The Hill function, for three values of $\gamma$, is shown in Figure 1.5.

When using a clinical monitor to obtain a measure $y$ of $E$, it typically holds that $E_0 = y(0)$ has a value $0 \leq E_0 \ll 1/2$ and that $y \rightarrow E_\infty$, where $1/2 \ll E_\infty \leq 1$, as $v \rightarrow \infty$. I.e., for a particular patient, the range of measurements is confined to $(E_0, E_\infty)$ which fits inside $(0,1)$. In most literature the bounds $E_0$ and $E_\infty$ are attributed to the PD. However, it is more appropriate to view them as a characteristic of the monitor. This is merely a semantic difference but explains the absence of $E_0$ and $E_\infty$ as parameters in (1.17).

From clinical data it is hard to argue that there is no model structure better suited for the task than (1.17). However, the Hill function is simple and features characteristics which are observed in clinical practice; it has a linear region around $v = 1$ and a saturating effect as $v$ increases beyond the linear region. Furthermore, (1.17) complies with receptor theory\textsuperscript{26} [Derendorf and

\textsuperscript{26}Receptor theory: the application of receptor models to explain drug behavior.]
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Figure 1.5 The Hill curve, parameterized in $\gamma$, defines the clinical effect $E$ in terms of normalized effect site concentration $v$. Here curves for $\gamma = 1$ (blue), $\gamma = 2$ (red) and $\gamma = 3$ (green) are shown.

Meibohm, 1999]. The Hill function will be further discussed and analyzed in Section 2.2.

Drug Interaction Models

Both the hypnotic drug propofol and analgesic drug remifentanil are commonly modeled within the above described framework. When the two drugs are co-administered, they act synergistically on both hypnosis and analgesia. It was concluded in [Bouillon et al., 2002] that the PK of propofol is not affected by remifentanil co-administration and that the effect of propofol on the remifentanil PK is only relevant when propofol is administered as boluses. Consequently, the synergy is attributed to the PD and modeled as a generalization of the Hill function to a surface. I.e., the hypnotic effect $E_h$ is a function of the normalized propofol and remifentanil effect site concentrations:

$$E_h = E_h(v_p, v_r), \quad (1.18)$$

where $v_r$ is defined in the same way as $v = v_p$ was in (1.15). While (1.18) describes the PD interaction towards hypnosis, there exists a similar function $E_a$ of the same arguments, describing the PD interaction towards analgesia. The thesis will only consider the interaction towards hypnosis, and consequently the subscript will be omitted:

$$E = E(v_p, v_r). \quad (1.19)$$

Different parameterizations have been suggested for the interaction surface $E(\cdot)$. The most common one found in the literature is the one presented in
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[Minto et al., 2000]:

\[
E(v_p, v_r) = 1 - \frac{1}{1 - \left(\frac{v_p + v_r}{v_{50}(\theta)}\right)^\gamma(\theta)},
\]

(1.20)

where \(\theta\) is the relative concentration of \(v_r\):

\[
\theta = \frac{v_r}{v_p + v_r}.
\]

(1.21)

An interpretation of this parameterization is that \(v_p + v_r\) is the concentration of a virtual drug with \(C_{e,50}\)-value \(v_{50}(\theta)\). This virtual drug has a Hill-like PD, where the Hill coefficient \(\gamma\) depends on the relative concentration of propofol and remifentanil. It was suggested in [Minto et al., 2000] that a forth order polynomial be used to model \(v_{50}(\cdot)\) and a second order one for \(\gamma(\cdot)\). The interaction surface is defined through the coefficients of these polynomials, which are to be identified from clinical data.

An interaction plane, being a local linearization of the interaction surface (1.20), was proposed in [Ionescu et al., 2011a] and used in the synthesis of an MPC controller.

Another parameterization for the interaction surface was proposed in [Kern et al., 2004]. It is an extension of (1.17), where \(v\) denotes the virtual drug

\[
v = v_p + v_r + \alpha v_p v_r.
\]

(1.22)

This structure has only one parameter \(\alpha\), where \(\alpha > 0\) corresponds to a synergistic interaction. Another appealing feature, apart from the low number of parameters, is that the interaction model exactly corresponds to the propofol PD in the absence of remifentanil \((v_r = 0 \Rightarrow v = v_p + v_r + \alpha v_p v_r = v_p)\). Values of \(\alpha\) towards different effects, identified in a rigorous study, have been published in [Kern et al., 2004].

Parameter Values

Assuming that the PK model structure (1.14) adequately describes the dynamic relation between drug infusion \(u\) and effect site concentration \(C_e\), it remains to identify a total of nine or seven parameters, depending on the number of model compartments. Since remifentanil is rapidly metabolized and redistributed as compared to propofol, several published PK models for remifentanil make use of only two compartments, while three compartments seem to be the choice of preference for propofol PK models.

Timed measurements of the central compartment concentration \(x_1\) can be obtained by drawing blood samples, which in practice results in sparsely, and often non-uniformly, sampled identification data. The peripheral compartments do not correspond to any particular tissues. Rather, the second
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compartment is usually designated to model vascular\(^{27}\) tissues, which equilibrate rapidly, while the third compartment models non-vascular tissues, which equilibrate slowly. A result of this approximative nature of these compartments is that their respective concentrations \(x_2\) and \(x_3\) cannot be directly measured. Consequently, parameter identification relies solely on blood sample data.

Even if an effort is made to device experimental conditions with an input (infusion profile) \(u\) which persistently excites the dynamics (1.6) and the output \(x_1\) is sampled frequently enough to resolve the dynamic response, the obtained model is only valid for the patient under current investigation. The most common strategy to address inter-patient variability in identified model parameters is to introduce a parameterization

\[
(k_{10}, k_{12}, k_{13}, k_{21}, k_{31}, v_1) = f(\text{biometric parameters}),
\]

and minimize a monotonous function of the prediction error over the population, when (1.6) is parameterized using (1.23). Here, the biometric parameters can for instance be patient age, height, (lean body) mass and gender. There exists customized computer software, such as NONOMEM [Sheiner and Beal, 1980] to perform the typically extensive computations, which are needed to establish the possibly nonlinear function \(f(\cdot)\) in (1.23). With the large degree of freedom given by the many parameters and possible choices of \(f(\cdot)\) in (1.23), care must be taken not to over-fit the data.

A possible indicator of the combined large inter-patient variability and over-parametrization in the propofol case is the existence of numerous published candidates for \(f(\cdot)\) in (1.23). Each such candidate is here referred to as a PK model. For children, nine named PK models are enlisted in [Coppens et al., 2011] and it is demonstrated, using clinical data, that they generally perform poorly as predictors. Corresponding models for adults include the ones proposed in [Schüttler and Ihmsen, 2000], and [Schnider et al., 1998].

The number of available PK models for remifentanil is smaller. One natural reason for this is that controlling analgesia using remifentanil TCI has received considerably less attention than the corresponding control of hypnosis using propofol. Another contributing reason would be the very fast time scales of remifentanil PK dynamics, which makes it hard to identify dynamics beyond steady state using sparsely collected blood samples. Arguably the most common remifentanil PK models are one with three compartments for adults proposed in [Minto et al., 1997] and one with two compartments for children proposed in [Rigby-Jones et al., 2007]. It was concluded in [Soltész et al., 2012a] that these two models are similar in terms of primary compartment volumes and clearance rates.

\(^{27}\)Vascular: indicative of a copious blood supply.
A survey of five studies presenting values for the half-effect concentration $C_{e,50}$ for propofol were presented in [Bibian, 2006] and it was concluded that values vary significantly between studies. Similarly it was concluded that variation in values of $\gamma$ identified for each of the patients in one of the studies vary significantly.

It was reported in [Dumont et al., 2009] that identification based on data from 44 adult patients resulted in propofol $\gamma$-values in the range $1.1 \leq \gamma \leq 4.7$, with only one occurrence of $\gamma > 3$. In [Coppens et al., 2011] $\gamma$ was identified using nine previously published propofol PK models, using clinical data from 28 children. The result was $1.02 \leq \gamma \leq 2.07$. It was also concluded that using these PK models may not have provided accurate estimates. Additional published reports generally confirm $1 \leq \gamma < 3$ for propofol. This supports the choice of $\gamma$-values in Figure 1.5.

Values of $\gamma$ for remifentanil (towards analgesia) are not explicitly considered in the thesis.

Although not providing a complete reference to published traditional PK and PD models for propofol and remifentanil, the current section has served to give an overview and indicate that the use of these models is not completely uncontroversial. A further discussion of possible reasons for the variation in published parameter values as well as the validity and adequacy of the traditional model structure is given in Section 2.2.
Models for Control

2.1 Equipment Models

Section 1.3 of the previous chapter presented the traditional PKPD models, used to describe the uptake, redistribution, elimination and clinical effect of anesthetic drugs. These models describe the patient or, in automatic control terms, the process. Any closed-loop control system has two additional components, which need to be considered in modeling: the actuators and the sensors. In this context, the sensor is the clinical DOH monitor and the actuator is the intravenous infusion pump. While the patient model is the main topic of this chapter, the first section is dedicated to modeling of the actuator and sensor.

The Clinical Monitor

The BIS Monitor  As mentioned in Section 1.1, there exist several commercially available DOH monitors. The by far most wide-spread one is the Bispectral Index (BIS) monitor (Aspect Medical Systems, Inc., Newton, USA) [Johansen and Sebel, 2000]. The output of the BIS monitor, often referred to as the BIS variable, the BIS value or simply the BIS, is a scalar between 0 and 100. A BIS value of 0 corresponds to an iso-electric EEG, indicating the highest possible DOH, also referred to as the fully anesthetized state. In the absence of clinical effect, the monitor outputs a value close to 100, corresponding to the fully aware state. The mean BIS value in the absence of clinical effect varies slightly between patients, but typically lies in the 90–100 range.

The BIS monitor employs a proprietary algorithm, resulting in time-varying dynamic behavior. In particular, it features a piecewise constant, but switching, output delay. The varying delay introduces an uncertainty in the dynamics to be controlled and consequently dictates a more robust and hence conservative controller tuning. A possible approach to forego this
problem was suggested in [Ionescu et al., 2011b], where a real-time delay estimator is used in a Smith predictor\(^1\) scheme.

**The NeuroSense Monitor** The NeuroSense NS-701 monitor (NeuroWave Systems Inc., Cleveland Heights, USA) [Bibian et al., 2010], shown in Figure 2.1, was developed with closed-loop controlled anesthesia in mind. It provides one surrogate DOH measure per cerebral hemisphere\(^2\) based on a wavelet transform of the raw EEG, collected using a non-intrusive self-adhesive sensor mounted on the forehead of the patient. The output of the NeuroSense monitor is termed the wavelet-based anesthesia value for central nervous system, abbreviated WAV\(_{\text{CNS}}\) and further explained in [Bibian, 2006]. In terms of scale the WAV\(_{\text{CNS}}\) is compatible with the BIS monitor output, and the two monitors have equal steady state behavior [Zikov et al., 2006]. For the sake of simplified notation, the WAV\(_{\text{CNS}}\) measurements can be affinely scaled to conform with (1.17). I.e., the measured effect \(y = E_0 \approx 0\), where \(E_0 \geq 0\), corresponds to the fully aware state and \(y = E_\infty = 1\) corresponds to the fully anesthetized state. It could be noted that \(E_0\) and \(E_\infty\) are properties of the patient rather than the monitor. However, in the total absence of drug, the clinical effect was defined to be \(E = 0\) in (1.17) and hence it becomes natural to introduce \(E_0\) as a patient specific property of the monitor.

It is assumed throughout the thesis, unless otherwise explicitly stated, that the WAV\(_{\text{CNS}}\) signals – both raw and filtered versions – have been affinely scaled to the interval \((0, 1)\) such that zero corresponds to the 0 or \(E_0\) level\(^3\), and one corresponds to the maximal clinical effect \(E_\infty = 1\).

---

1 The Smith predictor is a delay compensating controller structure proposed in [Smith, 1959].
2 Cerebral hemisphere: Either of the two symmetrical halves of the brain.
3 It should be clear from the context which of the two values are used at different occasions throughout the thesis.
The NeuroSense monitor provides its two synchronized raw WAV\textsubscript{CNS} signals uniformly sampled at 1 Hz. Modeling this behavior by a 1 s delay provides a model with a negative phase shift exceeding that of the actual monitor. This is a sound model with closed-loop control in mind as it enforces additional robustness of the controller. As the raw WAV\textsubscript{CNS} signals contain high frequency noise at significant power, the NeuroSense monitor employs an output low-pass filter, which is the zero-order hold sampled equivalent of \(1/(4/15 T_r s + 1)^2\). The parameter \(T_r\) is, with a slight abuse of notation, referred to as the trending rate and chosen from \{5, 10, 15, 30, 60\} s, either by the user or automatically. The conversion factor between the trending rate and second-order filter time constant \((T = 4/15 T_r)\) stems from the approximation of a rectangular window FIR filter with width \(T_r\) by a second-order low-pass filter with time constant \(T\). In fact, the filter implementation in the monitor introduces an additional unit delay. The dynamic relation between the effect \(E\) in (1.17) and the NeuroSense monitor output \(y\) are hence described by the zero-order hold sampled equivalent of the linear time-invariant (LTI) relation

\[
y(s) = E_0 + (1 - E_0) \frac{1}{(sT + 1)^2} e^{-2s} E(s).
\]  

(Note that there is no distinction, apart from context, between time- and Laplace domain signals in the thesis.)

The NeuroSense monitor implements algorithms for artifact removal and reconstruction of missing episodes of the measurement signal. These algorithms depend on the trending rate and the developer of the monitor claims that a trending rate of \(T_r = 60\) s in (2.1) enables reconstruction of missing data episodes up to 20 s, which rarely occur. Conversely, if the trending rate is \(T_r = 5\) s, it is enough with a 2 s artifact presence to create a gap in the monitor output \(y\). It was further recommended by the developer that the \(T_r = 30\) s option should be chosen for the closed-loop control application described in Appendix B.2, as it provides adequate low-pass filtering without excessive negative phase shift, while enabling reconstruction of most expected corrupted measurement signal episodes. Consequently, the clinical closed-loop controlled study reported in [van Heusden et al., 2013b], [van Heusden et al., 2013a] and [West et al., 2013] and simulations leading up to it, employed the monitor model of (2.1) with \(T_r = 30\) s.

It could be argued that the use of the raw WAV\textsubscript{CNS} signal

\[
y_{\text{raw}}(s) = E_0 + (1 - E_0) e^{-s} E(s).
\]  

would provide larger flexibility in the controller design. Tailoring the measurement signal filter would allow for a conscious trade-off between noise suppression and negative phase shift. Furthermore, the Wiener structure\textsuperscript{4} of

\textsuperscript{4} Wiener system: An LTI system connected in series with a static output nonlinearity.
the traditional patient model described in Section 1.3 would not be broken by adding the LTI dynamics (2.2) in series after the output nonlinearity, since the delay of (2.2) and the static nonlinearity do commute. However, in order to omit filtering in the monitor, a replacement method for handling corrupted measurement signal episodes needs to be implemented. Such a method is proposed, and demonstrated in simulation, in Section 3.3.

As mentioned above, the NeuroSense monitor provides one WAV\textsubscript{CNS} signal per hemisphere. Let $y_l$ and $y_r$ denote the left and right hemisphere WAV\textsubscript{CNS} signals, respectively. These signals are accompanied by signal quality indices (SQI), where the reliability ranges from 0 (unreliable) to 100 (reliable). In the thesis a linear scaling of the SQI is adopted, mapping the SQI $(0, 100) \rightarrow (0, 1)$. Let SQI\textsubscript{l} and SQI\textsubscript{r} denote the left and right SQI signals, respectively. The NeuroSense monitor also outputs a per hemisphere signal describing the suppression ratio (SR), defined as the percentage of time during the past 5 minutes that the corresponding EEG signal has had an amplitude of less than 5 $\mu$V. Let SR\textsubscript{l} and SR\textsubscript{r} describe the left and right suppression ratios, respectively. The iControl system described in Appendix B lets $y$ be either $y_l$ or $y_r$, based on the switching heuristic of Algorithm 2.1.

```plaintext
if (SQI\_curr < .6) && (SQI\_alt > .6) {
    switch to alt
} else {
    if (SQI\_curr > .6) && (SQI\_alt > .6) {
        choose side based on biggest SR value
    }
}
```

**Algorithm 2.1**  The iControl hemisphere selection heuristic.

In Algorithm 2.1, SQI\_curr and SQI\_alt denote the currently selected hemisphere and the alternative hemisphere, respectively. As the switching might lead to discontinuities, the following scheme for constructing $y$ is proposed:

$$y = \frac{w_l y_l + w_r y_r}{w_l + w_r},$$

$$w_l = \text{SQI}_l(1 - \text{SR}_l),$$

$$w_r = \text{SQI}_r(1 - \text{SR}_r).$$

(2.3)

The scheme in (2.3) is continuous in $y_l$ and $y_r$ as well as in the weights $w_l$ and $w_r$. It should, however, be noted that the particular weighting proposed by (2.3) is also a heuristic with no direct clinical motivation.

The monitor setup used in the clinical study outlined in Appendix B is the combination of (2.1) and the hemisphere selection heuristics of Algorithm 2.1,
while all simulations and identification examples reported in the thesis are based on a combination of (2.2) and (2.3).

The raw WAV\textsubscript{CNS} signal has a high measurement noise content. Figure 2.2 shows a representative raw WAV\textsubscript{CNS} signal from one of the cases in the iControl study described in Appendix B. The signal was recorded before the beginning of propofol infusion and its mean has been subtracted to better illustrate the measurement noise. The corresponding $T_r = 30$ s trended signal with subtracted mean is shown in red in the same figure. Representative raw WAV\textsubscript{CNS} sequences from the iControl study, collected prior to propofol infusion, with means subtracted, such as the blue one shown in Figure 2.2, were concatenated to form a sequence with a temporal duration of 1 h. The power spectrum of this sequence is shown in Figure 2.3.

The power spectrum shown in Figure 2.3 is essentially white, corresponding to a signal obtained by drawing samples from a normal distribution with standard deviation $\sigma = 9 \cdot 10^{-2}$. I.e., the raw WAV\textsubscript{CNS} measurement noise is essentially white with a variance $\sigma^2 = 8 \cdot 10^{-3}$. This white signal will serve the purpose of monitor noise model in simulations throughout the thesis.

The Infusion Pump

The iControl system outlined in Appendix B.2 operates at a 5 s sampling period, with zero-order hold behavior of the actuator. Due to the time scale of the dynamics, disclosed in Section 2.2, there is no advantage in pursuing faster actuation. Within the corresponding bandwidth, transients in dynamic response and jitter of commercially available infusion pumps, such as the Alaris used in iControl, are negligible. For this reason, no dynamic model for
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Figure 2.3  Power spectrum of concatenated raw WAV$_{CNS}$ signals with means subtracted. The black line indicates the power spectral density of the white noise model.

the actuator, i.e. the infusion pump, needs to be considered in the design and analysis of closed-loop controlled anesthesia systems.

2.2 Propofol Patient Model

The Purpose of Modeling

Before attempting any modeling of the patient response to propofol, it is important to specify how the model will be used, which in terms specifies which characteristics of the behavior should be well-explained by the model. The models proposed in this section are intended to be used as a basis for the synthesis and evaluation of closed-loop DOH control systems, guided by the output of the NeuroSense monitor explained in Section 2.1. The purpose of modeling is therefore that of the PKPD models presented in Section 1.3, i.e., to describe the dynamics between propofol infusion and clinical effect.

The complex nature of the human body makes it fair to assume that the use of the traditional PKPD model structure corresponds to some extent of under-modeling. Meanwhile, as explained below in this section, the available input signal for identification is not capable of fully exciting the dynamics of even a severely simplified model. Furthermore, it is well-known that there exists a large inter-patient variability in the response to propofol, further discussed in this section. This combination of under-modeling and insufficient excitation for identifying model parameters dictates conservatism with the aim to devise models upon which it is safe to base the design of a closed-loop controller.
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The compartmental nature of the PK model is physiologically motivated. Compartmental systems are positive; they have maximal gain at the zero frequency, and they lack oscillatory modes. The exact value of the steady state gain is not critical if the controller employs integral action. Likewise, the high frequency fidelity of the model is of limited importance due to the lack of oscillatory modes and the low high-frequency gain of the underlying system. Instead, the modeling effort should focus on yielding a model which is accurate around the intended cross-over frequency of the closed-loop system. Since the system is safety critical, it is motivated to identify models which over-estimate the negative phase shift of the system to be controlled.

Only induction phase data has been used for the identification of models in the thesis and the publications listed in the preface, for reasons explained further below. The success of this approach relies on that the model identified from induction phase data is valid also during maintenance of anesthesia. This assumption has not been thoroughly researched, but the traditional PKPD models imply the assumption to be true.

The control objective during induction of anesthesia is essentially to track a reference step. It can therefore be expected that models identified from data sets which were obtained during closed-loop controlled induction of anesthesia are suitable for synthesis of control systems similar to those used to produce the identification data sets, despite the under-modeling mentioned earlier [Anderson, 2002], [Lecchini et al., 2006].

**Identifiability**

**Unmeasurable Disturbances** From Section 1.1 it is evident that DOH measurements collected once surgery has begun are corrupted by unmeasurable disturbances caused by the surgical stimulation. Without special caution to assure the absence of, or compensate for, surgical stimulation, it is therefore not possible to obtain unbiased model parameter estimates later than during the induction phase of anesthesia. Furthermore, relying on data sets with input excitation beyond what the traditional drug dosing regimen produces would not allow for system identification from data sets collected in previously conducted clinical trials.

**Persistence of Excitation** As mentioned in Section 1.3, the clinical response to propofol is typically characterized using a PKPD model. The structure of the traditional PKPD model is that of a Wiener system. In this context the LTI system is compartmental and can be represented by the transfer function (1.14) with an additional linear scaling (1.15). The output nonlinearity has the parameterization (1.17). In the below discussion it will be assumed that the clinical monitor has unit dynamics. Even in the resulting absence of monitor parameters $E_0$, $E_\infty$ and those of the monitor dynam-
During TIVA with propofol it is customary for the anesthesiologist to dose the drug as a nominal steady rate infusion, upon which drug boluses can be superimposed. Typically, the procedure is initiated with such a bolus in order to limit duration of the induction phase of anesthesia, for reasons explained in Section 1.1. Consequent boluses are given in connection to sudden increases in surgical stimulation, either proactively or reactively. Step-wise changes in the nominal infusion rate are made if the anesthesiologist deems the DOH to be inadequate. Data from a representative manually controlled induction of anesthesia from the open-loop study described in Appendix B.1 is shown in blue in Figure 2.4. The propofol infusion profile is shown in Figure 2.4(b) and its resulting response in the DOH, as measured using the NeuroSense monitor, with trending $T_r = 30 \text{ s}$ in (2.1), is shown in Figure 2.4(a). Note that the infusion unit is mg/kg/min, i.e., normalized with respect to patient mass. This is one of two customary units in which propofol infusion rates are reported, the other being ml/h, which needs to be complemented with the drug dose concentration in units of mg/ml.

In order to limit the duration of the induction phase of anesthesia, closed-loop DOH control systems, such as iControl explained in Appendix B.2, typically mimic the manual control behavior in that induction of anesthesia is initiated by a bolus followed by a slowly varying infusion rate. A representative induction phase data set from the iControl study is shown in red in Figure 2.4. Although TCI data is not considered for identification in the thesis, it can be mentioned that TCI inductions of anesthesia have similar characteristics to manual and closed-loop controlled ones in that the input is essentially a propofol bolus followed by a slowly varying steady infusion.

Since only induction phase data is available for modeling, the input profile is essentially the sum of an impulse (the bolus) and a step (the continuous rate infusion).

The degree of persistent excitation provides an estimate of how many model parameters can be consistently identified using a certain input signal [Åström and Wittenmark, 2008]. The impulse has degree of persistent excitation zero, while the corresponding degree is one for the step. It is therefore unlikely that even the 7 parameters of the LTI part of the patient dynamics can be successfully identified from induction phase data.

An obvious approach to facilitate identifiability would be to alter the input signal in order to better excite the dynamics to be identified. For an open-loop system this can be achieved by a tailored infusion profile. In the TCI and closed-loop control paradigms a custom reference profile, other than a step, could be employed during the induction phase of anesthesia. In the absence of major disturbances, an additional possibility for the closed-loop case would be to conduct a low-amplitude relay feedback experiment [Häg-
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Figure 2.4 Representative induction profile for one manually controlled case (blue) and one closed-loop controlled case (red). The black line marks the DOH setpoint.

The lack of sufficiently exciting input signal has previously seen several approaches. In [Soltész et al., 2013b] previously published formulas of the form (1.23) are used to yield PK model parameters, based on biometric parameters, such as patient age and body mass, as explained in Section 1.3. The
resulting PK model is driven by the recorded infusion profile to produce an estimated plasma concentration $C_p$. The FOTD dynamics between this $C_p$ and the measured clinical effect are subsequently identified. A block diagram illustrating this fixed PK approach is shown in Figure 2.5(a). The FOTD system can only provide negative phase shift. As a consequence, the approach fails if the PK model obtained by (1.23) is slower than the PK dynamics of the actual patient. Another approach, explained in [da Silva et al., 2010] and shown in Figure 2.5(b) is to use a third-order LTI system with fixed pole ratios to model the PK. This requires only the identification of the dominant pole, steady state gain and nonlinearity parameter $\gamma$. A third approach, evaluated in [van Heusden et al., 2013b] and shown in Figure 2.5(c), is to approximate the PK model (1.14) with a FOTD system. In this approach, the delay models the negative phase shift corresponding to the unmodeled poles of (1.14).

Of the mentioned approaches, that in which the PK dynamics are modeled by a FOTD system is clearly the one of lowest complexity. It is therefore remarkable that full identification of its parameters from representative in-
2.2 Propofol Patient Model

Figure 2.6 Representative raw WAV\textsubscript{CNS} profile $y_{\text{raw}}$ from closed-loop controlled induction of anesthesia (blue) together with the responses $\hat{y}_{\text{raw}}$ of identified models (red, green) and setpoint (black).

Induction phase data is not possible, even when the clinical monitor is assumed to hold unit dynamics. To illustrate this, assume that the full model dynamics are characterized by the parameter set \{K, T, L, \gamma\}, as shown in Figure 2.5(c). A representative induction phase DOH measurement series from the iControl study described in Appendix B.2 is shown in blue in Figure 2.6. Here, the unfiltered WAV\textsubscript{CNS} profile $y_{\text{raw}}$, corresponding to the monitor model (2.2) is shown. The time $t = 0$ min marks the beginning of propofol infusion. The relative timing of the DOH and propofol infusion profiles has been adjusted to eliminate the delay of the monitor model (2.2) and the monitor parameter $E_0$ was manually identified. Consequently, the unit monitor dynamics assumption holds for this example.

The parameter space spanned by \{K, T, L, \gamma\} was gridded and the model corresponding to each grid point was driven by the propofol infusion profile resulting in the blue DOH profile shown in Figure 2.6. Subsequently, the $\mathcal{L}_2$-norm difference between the measured and simulated DOH profiles was computed. Figure 2.7 shows this difference for a section of \{L, \gamma\} space. (The values of $K$ and $T$ at each grid point were chosen as those minimizing the error at that grid point.) The figure shows that there is a deep and essentially flat valley in this cost landscape. Two points are marked along the bottom of this valley and the correspondingly colored simulated DOH profiles are shown in Figure 2.6. The red point corresponds to a big value of $\gamma$ and a small value of $L$, while the green point corresponds to a small value of $\gamma$ and a big value of $L$. The relative output error $\mathcal{L}_2$-norm difference between the two marked points is merely 0.8\%, while the monitor measurement noise model presented previously in the thesis, typically results in relative output
error $\mathcal{L}_2$-norm fluctuations of 5%. It is therefore not possible to decide upon a specific $\{L, \gamma\}$ pair along the valley of Figure 2.7, based on a representative DOH profile $y_{raw}$ such as the one shown in blue in Figure 2.6.

The unidentifiability along a path in $\{L, \gamma\}$ space is not unexpected. Figure 1.5 shows the Hill function (1.17) for three values of its parameter $\gamma$. The clinical effect $E$ at low normalized drug concentrations $v$ decreases as the value of $\gamma$ increases. The normalized drug concentration $v$ is initially low during induction of anesthesia, and consequently it is hard to determine whether the delayed clinical response is caused by the delay $L$ or the static nonlinearity (1.17) with a large value of its parameter $\gamma$.

Due to the transient nature of the induction phase and its limited duration, it is not possible to confidently determine the steady state gain $K$ of the FOTD model. Particularly, there exists an ambiguity in $\{K,T\}$ space, similar to that in $\{L,\gamma\}$ space; a small steady state gain cannot be entirely distinguished from a slow time constant.

It should also be pointed out that there is typically no availability of validation data, as only one induction of anesthesia is expected per patient during any one particular procedure.
Inter-Patient Variability

There exists a large inter-patient variability in the sensitivity to propofol [Bibian et al., 2006]. This particularly holds true for children [Coppens et al., 2011], [van Heusden et al., 2013b], for which the iControl system has been evaluated as described in Appendix B.2. To illustrate this point, Figure 2.8 shows two inductions of anesthesia using propofol. Both cases are female patients. The blue case is from an 8 year old, 31 kg, 135 cm patient while the red case is from a 10 year old, 41 kg, 151 cm patient. Infusion rates of propofol for each of the two cases are shown in Figure 2.8(b) and the corresponding DOH profiles, using the $T_r = 30$ s trending option of the NeuroSense monitor, are shown in Figure 2.8(a). The infusion rates are given in units of $\mu g$/kg/min, i.e. normalized with respect to body mass. Despite similar biometric parameters and infusion profiles, the patient responses differ significantly. This behavior is representative and poses a challenge in controller synthesis. Possible approaches to handle this variability are discussed in Section 3.3.
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(a) Open-loop identification scenario.

(b) Closed-loop identification scenario.

Figure 2.9 The input $u$ is unaffected by measurement noise $n$ in the open-loop scenario, but not in the closed-loop one.

Closed-Loop Bias

When model parameters are identified from induction phase data collected during manually or TCI dosed anesthesia, the noise at the input and output are not expected to be correlated. This is evident from the block diagram in Figure 2.9(a). Under closed-loop control, the input–output signal pair can no longer be considered uncorrelated in terms of noise, since there now exists a path for noise through the controller as shown in Figure 2.9(b).

There are three main approaches to closed-loop identification, discussed in [Forssell and Ljung, 1998]. The direct approach does not take the feedback path into account, and is therefore susceptible to the aforementioned bias. In the indirect approach, a model of the feedback path is used to obtain the corresponding open-loop process parameters. Finally, the joint input–output approach considers a system with the closed-loop reference and measurement noise as inputs, while the control signal and measurement signal are considered outputs.

All models presented in the thesis and its underlying publications were obtained using the direct approach in an output-error framework. This is motivated by the simplicity of the direct approach relative to that of the indirect and joint input–output ones. Furthermore, the direct approach does not require knowledge of the closed-loop controller dynamics used during the identification experiment. For the current application, use of the direct approach was deemed valid since the process parameters to be identified are determined by the low-frequency dynamics, which are on the time scale of minutes. The influence of the aforementioned monitor noise model is therefore negligible.
Nonlinearity

The output nonlinearity model reported in essentially all publications describing PD models for anesthesia is the Hill function (1.17). The Hill function is obtained in receptor theory as the solution of a statistical ligand–receptor binding problem [Phillips et al., 2012]. As such, the Hill function is a concentration-dependent binding curve with essentially linear behavior for low concentrations and a saturation effect as the concentration increases. The mentioned receptor theory background has led to the adoption of the Hill function to model the PD behavior of a multitude of clinical drugs, including anesthetic ones.

The receptor theory problem yielding the Hill function as its solution is most likely a severe simplification of the effect site mechanics of propofol and other anesthetic drugs. In the absence of the monitor dynamics (2.1), it would therefore be desirable to model the dynamics between propofol infusion and measured clinical effect by a more general Wiener system. A popular approach to Wiener system identification is to represent the static output nonlinearity by the coefficients of a truncated Volterra series and simultaneously identify these and the parameters of the LTI dynamics [Hunter and Korenberg, 1986]. It has already been demonstrated that simultaneous identification of LTI PK parameters and the parameter $\gamma$ of the Hill nonlinearity (1.17) is problematic. The additional parameters introduced by the truncated Volterra series approach would contribute to further loss of identifiability. Consequently, the Hill function representation of the patient model output nonlinearity is adopted throughout the thesis; mostly for historic reasons and due to the lack of a motivated alternative.

The presence of the Hill nonlinearity complicates the use of linear controller synthesis and analysis methods. At least two methods to circumvent this have been reported in the literature; exact and local linearization. Since the Hill nonlinearity (1.17) is a monotone function of the normalized effect site concentration $v$, it has an inverse:

$$v(E; \gamma) = \left(\frac{E}{1 - E}\right)^{1/\gamma} \quad (2.4)$$

It was suggested in [da Silva et al., 2012] and [Ionescu et al., 2008] that (2.4) could be implemented in the controller as illustrated by the block diagram in Figure 2.10. Here $\gamma$ is the nonlinearity parameter of the patient, while $\hat{\gamma}$ is the parameter assumed by the controller. The strategy is termed exact linearization, as it completely cancels the nonlinearity (1.17) when $\hat{\gamma} = \gamma$. The exactly linearizing controller aims at controlling the estimated normalized drug concentration $\hat{v}(y; \hat{\gamma})$, which is straightforward, using a linear controller.
Assuming that the measured and actual clinical effect are identical, i.e. $y = E$, the error in the controlled variable $\hat{v}$ becomes

$$\hat{v} = v - \hat{v} = v - \gamma/\hat{\gamma}.$$  (2.5)

As illustrated by Figure 2.7, there is no guarantee that $\hat{\gamma}$ is close to $\gamma$, and consequently it is hard to guarantee performance using the exact linearization approach.

An alternative to exact linearization is local linearization, see e.g. [Dumont et al., 2009]. In the vicinity of a stationary operating point, represented by the normalized effect site concentration $v_o$, the Hill function (1.17) can be well approximated by its linearization:

$$E(v) \approx E_o + \left. \frac{\partial E(v; \gamma)}{\partial v} \right|_{v=v_o} \Delta v,$$  (2.6)

$$E_o = E(v_o; \gamma) = 1 - \frac{1}{1 + v_o^\gamma},$$  (2.7)

$$\left. \frac{\partial E(v; \gamma)}{\partial v} \right|_{v=v_o} = \frac{\gamma v_o^{\gamma-1}}{(1 + v_o^\gamma)^2},$$  (2.8)

$$\Delta v = v - v_o.$$  (2.9)

Note that the local and exact linearization approaches are identical at the operating point defined by $E_o$, which corresponds to $v_o = 1$. When using the local linearization approach, the most common alternative has been to choose the operating point corresponding to $E_o = 1/2$ and synthesize only one controller based on the corresponding local linearization. This is the method used in essentially all publications where linear control strategies such as (linear) MPC or PID are evaluated in the anesthesia context. The choice $E_o = 1/2$ is motivated by $E = 1/2$ being the by far most common reference in DOH control systems.

One possible alternative would be to use several linearization points with corresponding controllers. A method which resembles this approach is pre-
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Presented in [Lin et al., 2004], where one set of linear models is used for the DOH range $E \leq 0.3$ and another set of models for the DOH range $E > 0.3$.

If the drug dosing control scheme implements integral action, it is feasible to locally model the nonlinearity as the gain $\frac{\partial E}{\partial v}$. The bias term $E_o$ in (2.6) is successfully compensated for by the integrator in the controller. This is the case reported in most publications, including [Dumont et al., 2009].

In the thesis and its underlying publications, all controllers have been synthesized for the operating point corresponding to $(v_o = 1, E_o = 1/2)$. I.e., the Hill function has been replaced by the series gain

$$\left.\frac{\partial E}{\partial v}\right|_{v=1} = \frac{\gamma}{4}, \quad (2.10)$$

in the patient model used for control synthesis and the integrator of the controller has been responsible to correct the bias $E_o$. However, the full nonlinear models have been used in all simulations conducted to evaluate controller performance.

When $v > 1$ it holds that

$$\frac{\gamma}{4} > \frac{\gamma v_o^{\gamma-1}}{(1 + v_o^2)^2}, \quad \forall \gamma > 1. \quad (2.11)$$

Hence, the model (2.10), used for controller synthesis, underestimates the process gain in the region corresponding to a large DOH. In addition, zero gain results from local linearization at $E_o = 0$ for $\gamma > 1$ and as $E_o \to 1$. These low gain regions will make the closed-loop controller act restrictively when $v > 1$ and when $v \approx 0$. This mitigates the risk of overdosing due to the unavailability of a negative valued control signal. Loss of stability due to under-actuation is not a major concern, since the uncontrolled process is inherently stable.

In the region $0 \leq v_o \leq 1$, which is traversed during induction of anesthesia, the gain is initially zero at $E_o = 0$, then increases to reach its maximal value at

$$v_o = \left(\frac{\gamma - 1}{\gamma + 1}\right)^{1/\gamma}. \quad (2.12)$$

Evaluating (2.10) at $\gamma = 1.5$ gives the series gain 0.38. The corresponding gain at $v_o = 0.34$ from (2.12) is 0.61. This means that the local linearization results in a 61 % (the relative difference between 0.38 and 0.61) worst case under-estimation of the process gain. Closed-loop controllers for induction of anesthesia designed using the local linearization approach need to take this gain “uncertainty” into account.

Note that the parameter $E_0$, describing the measured effect in absence of drug, has been omitted in this section. This has been done to simplify notation. However, since $E_0 > 0$ merely corresponds to an affine scaling of the measurement, this has resulted in no loss of generality.
Figure 2.11  Block diagram illustrating the path through which surgical stimulation \( d \) affects the DOH.

**Surgical Disturbance Model**

In order to evaluate prospective controllers in simulation, it is of importance to realistically mimic the disturbances arising from surgical stimulation. As mentioned in Chapter 1, surgical stimulation mainly acts as an additive output disturbance, lowering the DOH. It is hence introduced through the same path as the measurement noise described in Section 2.1 and illustrated in Figure 2.11. Two disturbance profiles, describing surgical procedures, have been proposed previously in the literature. They are briefly explained below and a third, simpler profile is proposed and subsequently used throughout the thesis.

The surgical stimulation profile shown in Figure 2.12(a) was suggested in [Struys et al., 2004]. The negative spikes from left to right are explained to represent: arousal due to laryngoscopy\(^5\) or intubation, incision\(^6\) followed by a period of no stimulation, abrupt stimulation and short-lasting larger stimulation (three occurrences). The base-level step represents the onset of continuous normal surgical stimulation.

The surgical stimulation profile shown in Figure 2.12(b) was proposed in [Dumont et al., 2009]. It consists of an initial step, representing the arousal caused by incision. The subsequent decaying exponential represents how the offset slowly decreases and settles to a level at which normal surgical stimulation might occur. Eventually, the stimulation is withdrawn altogether, which is represented by the second decaying exponential.

In the thesis the simple output disturbance profile shown in Figure 2.12(c) is used to evaluate controllers in simulation. It consists of a double step, which allows the system to settle and gives a picture of the closed-loop reaction which is easy to characterize in automatic control terms such as overshoot and settling time. From its response it is also possible to anticipate how the system would react to the previously published profiles.

**Models used in the iControl Study**

The iControl study made use of patient models which were identified from data collected during open- and closed-loop controlled anesthesia. This model

---

\(^5\) Laryngoscope: a tubular endoscope that is inserted into the larynx through the mouth.

\(^6\) Incision: a cut into a body tissue or an organ.
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Figure 2.12  Additive output disturbance profiles used to evaluate closed-loop DOH controllers in simulation.
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Figure 2.13  The LTI monitor dynamics break the Wiener structure of the model to be controlled.

development work was foremost conducted by Klaske van Heusden at The University of British Columbia, Vancouver, Canada, with partial involvement of the author. Essential characteristics of these models and their identification is presented here, whereupon a slightly modified identification approach is described.

Details on the clinical protocol under which data was collected are given in Appendix B and [van Heusden et al., 2013b]. Only data from the initial 10 min after the start of propofol infusion were used for identification, since nociceptive stimulation is typically present during the subsequent maintenance phase of anesthesia. A manual procedure was used to discard data sets showing signs of disturbances during these initial 10 min, which could not be related to the input using the proposed model structures.

The measurements used for identification were filtered with the $T_r = 30$ s trending option of the NeuroSense monitor. The trended signal was used in order to utilize the artifact removal algorithm of the NeuroSense monitor, see Section 2.1. The Wiener model structure consisting of LTI PK dynamics with a static output nonlinearity was consequently broken, as shown in Figure 2.13. The fact that the nonlinearity (1.17) and the LTI monitor dynamics (2.1) do not commute, was disregarded and the monitor dynamics were partially compensated for by filtering the identification input signal, i.e. the propofol infusion rate, with (2.1).

Identification was subsequently conducted using the output-error framework in a direct approach. The identifiability issue was tackled by initially identifying an LTI model between input and measurement and subsequently fit the Hill function parameter $\gamma$ to minimize the residual. This approach tends to over-estimate the delay $L$ (negative phase shift) and under-estimate the Hill parameter $\gamma$ (output dependent gain), which is sound from a control synthesis perspective as it eventually results in more conservative controllers.

Two identification approaches were considered; the fixed PK dynamics approach illustrated in Figure 2.5(a) and the FOTD approach shown in Figure 2.5(c). Both approaches are explained in [van Heusden et al., 2013b] and it was concluded that the two approaches produce equally satisfactory results when applied to the available data.
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A Simplistic Approach to Modeling

This section presents an identification procedure similar to the one in [van Heusden et al., 2013b], but not requiring manual data processing. Developing such a scheme is fundamental in order to automate tuning of the closed-loop controller. While the ideas behind the proposed identification scheme are motivated, the resulting models have not yet been verified to the extent of those presented in [van Heusden et al., 2013b].

It was concluded in [van Heusden et al., 2013b] that the FOTD model structure shown in Figure 2.5(c) did perform as well as other evaluated structures. Consequently, it is chosen here for its simplicity in terms of its few parameters: $E_0$, $K$, $T$, $L$ and $\gamma$.

The parameter $E_0$, describing the clinical effect in absence of drug, was estimated by $\hat{E}_0$, defined as the mean value of the measurement signal between the beginning of the measurement series and the start of propofol infusion. The $T_r = 30$ s trending option of the NeuroSense monitor, explained in Section 2.1, was enabled to utilize the artifact removal properties of the monitor.

As previously discussed, the pair $\{L, \gamma\}$ is not identifiable using representative induction phase data. It has also been pointed out that it is desirable to under-estimate $\gamma$ in order to simultaneously over-estimation of $L$, which in terms yields a more conservative controller tuning. The nonlinearity parameter $\gamma$ from (1.17) was therefore fixed to its smallest possible value $\gamma = 1$, yielding the output nonlinearity

$$E = 1 - \frac{1 - E_0}{1 + \hat{v}}, \quad (2.13)$$

shown, for $E_0 = 0$, in blue in Figure 1.5.

Rather than using the initial 10 min following the beginning of propofol infusion for identification, the definition of induction phase duration from [Liu et al., 2006] was adopted. Identification was consequently performed on data collected during the time elapsed from the start of propofol infusion to the moment when the trended measurement signal $y$ rises to and remains above 80% of its setpoint for 30 s.

The raw NeuroSense output $y_{raw}$ (cf. blue signal in Figure 2.2) is filtered through the inverse of (2.13),

$$\hat{v} = \frac{1 - \hat{E}_0}{1 - y_{raw}} - 1, \quad (2.14)$$

to obtain the estimate $\hat{v}$ of $v$.

Note that the expression in (2.14) is only valid for $y_{raw} \geq \hat{E}_0$. This and similar aspects, such as potential division by zero in (2.3), require attention when producing code for simulation or clinical studies, but are not explicitly addressed in the presentation of the thesis.
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The \{L, T\} parameter space is gridded, with a resolution\(^7\) equal to the sample time of the system, which is 1 s. The lower bound for the delay parameter estimate \( \hat{L} \) was chosen to be 0 s, whereas the upper bound was set to the time at which the measurement \( y \) rises to and remains above 20 % of the setpoint for 30 s. The corresponding limits for the time constant \( \hat{T} \) were chosen as 1 s (the sample time of the system) and half the duration of the considered data set, respectively.

At each grid point a 1 s zero-order hold discretization of \( e^{-Ls}/(s\hat{T} + 1) \) is driven by the recorded propofol infusion profile \( u \) to produce \( \hat{v}' \). The optimal parameter value of the gain \( \hat{K} \) for the grid point is subsequently determined by least squares applied to \( \hat{v} \) and \( \hat{v}' \). The obtained gain is used to construct \( \hat{v} = \hat{K}\hat{v}' \). Applying the output scaling defined through \( \hat{E}_0 \) and the nonlinearity (2.13), the model output

\[
\hat{y}_{\text{raw}} = 1 - \frac{1 - \hat{E}_0}{1 + \hat{v}}
\]  

(2.15)

is obtained. It would now be possible to select the grid point minimizing the output error between \( \hat{y}_{\text{raw}} \) and \( y_{\text{raw}} \). However, this would not utilize the artifact removal algorithm of the NeuroSense monitor, mentioned in Section 2.1. Instead, \( \hat{y}_{\text{raw}} \) is filtered by the \( T_r = 30 \) s linear trending filter used in the NeuroSense monitor to produce \( \hat{y} \). The error, here defined by the \( L_2 \)-norm\(^8\) of \( y - \hat{y} \) is computed at each grid point and the parameters set \{\( \hat{K}, \hat{T}, \hat{L} \)\} corresponding to the minimum is selected. One example of the involved signals is shown in Figure 2.14.

The outlined identification procedure was applied to data from the 94 closed-loop controlled cases further described in Section 3.2. (Profiles from 23 of these cases are shown in Figure 3.12. The remaining 71 profiles are shown in Figure 3.15.)

Rather than manually selecting data sets for inclusion or exclusion, the decision was based on reliability of the identified model, as outlined below.

Only the part of the data set corresponding to the time after the identified delay \( \hat{L} \) is actively used in the identification of the time constant \( \hat{T} \). Hence, identified values \( \hat{T} \), which are large compared to the duration of this part of the data set indicate that either the experiment duration or input excitation was insufficient. Consequently, models identified from data sets with duration \( t_{\text{ind}} \) were discarded if \( t_{\text{ind}} - \hat{L} < \hat{T} \). This resulted in the exclusion of 24 models. For the same reason, models where \( \hat{T} \) was found to be optimal at its upper grid bound were removed, resulting in the exclusion of an additional 14 cases.

\(^7\) The actual implementation exploits local smoothness of the cost function to iteratively refine the grid and hence speed up the identification.

\(^8\) The norm is scaled by the reciprocal square root of the data set duration, in order not to favor short data sets.
The presence of artifacts in $y_{\text{raw}}$ or of disturbances caused by surgical stimulation in $y$ both increase the output error. Consequently, models resulting in an output error above a heuristically determined threshold were discarded. Both the $L_1$ and $L_2$ norms of the difference between $y$ and $\hat{y}$ were thresholded in order to capture both average and worst-case deviations. The threshold values were adjusted based on the first 47 data sets and the adequacy of the resulting values was confirmed by application on the remaining 47 data sets. The established thresholds corresponded to the exclusion of cases with maximal and root means square error exceeding 7 % and 15 %, respectively. The thresholds resulted in exclusion of 4 and 11 cases, respectively. Parameter values of the remaining 41 models are enlisted in Appendix A while histograms showing their distribution are shown in Figure 2.15.

As can be seen in Figure 2.15, there exists a large inter-model variability in the parameter values. With the given data it is hard to tell whether this entirely reflects the inter-patient variability of the underlying dynamics or if parts of it are caused by insufficient excitation during the identification experiment.

The described identification scheme could be used to individualize the closed-loop controller tuning upon induction of anesthesia in cases where a valid model is identified. For the existing 94 data sets, this would have been possible in 41 cases, i.e., in 44 % of all cases. The topic of individualized control is further discussed in [Soltész et al., 2013b] and Section 3.3.
Figure 2.15  Distribution of identified model parameters.
2.3 Remifentanil Patient Model

As mentioned in Section 1.1, there exist no reliable method to directly measure the DOA. However, the DOA and DOH are related as described in Section 1.3.

Pharmacokinetic interaction between propofol and remifentanil has been investigated in healthy adults [Bouillon et al., 2002]. It was concluded that the pharmacokinetics of propofol are not changed by remifentanil, that the central compartment clearance and elimination rate of remifentanil are decreased in the presence of propofol and that the effect of propofol on the concentration–time course of remifentanil is only clinically relevant when bolus doses of remifentanil are administered. No similar study has been conducted in children. The approach taken in the thesis and in previous closed-loop controlled studies, see Appendix C, is to neglect any PK interaction between the two drugs.

There exist several published compartment models, describing the pharmacokinetics of remifentanil in terms of biometric parameters, as explained in Section 1.3 and illustrated in (1.23). The work leading up to the thesis has not considered identification of custom remifentanil PK models. The reasons for this are foremost the mentioned absence of reliable DOA monitors, in combination with the insufficient input signal excitation resulting from the clinical remifentanil dosing protocol of the iControl study, described in Appendix B.2. The model used for simulations in the underlying work [Soltész et al., 2012a] is a remifentanil PK model for children, originally published in [Rigby-Jones et al., 2007]9. Similar models for the adult population include [Minto et al., 1997] and [Egan et al., 1996].

Comparing the speed (e.g. rise time) of the identified propofol patient models of Section 2.2 or previously published counterparts, with those of published remifentanil PK models show that the dynamics of remifentanil are an order of magnitude faster than those of propofol. The comparatively instantaneous dynamics of remifentanil makes the drug easier to dose in closed-loop. Particularly, the absence of a prolonged lag allows for more aggressive controller design in the presence of representative inter-patient variability.

One aspect, which cannot be overlooked, is the documented PD interaction between propofol and remifentanil, described in Section 1.3. In fact, it is this synergistic interaction that enables joint control of the DOH and the DOA, in the absence of a DOA monitor, as explained in Section 1.1. The thesis utilizes the interaction model originally published in [Kern et al., 2004] and explained in Section 1.3. The interaction parameter in (1.22) is assumed to be $\alpha = 5.1$ as reported in [Kern et al., 2004]. Similarly a plasma

---

9 Several models are presented in [Rigby-Jones et al., 2007]. The one used in [Soltész et al., 2012a] is the Rigby-Jones model with patient weight as its only biometric parameter.
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Figure 2.16 PD interaction surface relating the normalized effect site concentrations \( v_p \) and \( v_r \) to the clinical effect towards DOH, \( E \).

A concentration of \( C_{e,50}^r = 12.5 \) ng/ml is used to compute \( v_r \). Note that this \( C_e \) value is with respect to DOH, rather than DOA. Values for the parameter \( \gamma \) are adopted from the propofol model. This makes the PD interaction surface model (1.22) collapse into the Hill PD for propofol (1.17) in the absence of remifentanil, i.e., when \( v = v_p \). An example of the PD interaction surface arising from combining (1.22) and (1.17) is shown in Figure 2.16 for clinically relevant ranges of \( v_p \) and \( v_r \) and \( \gamma = 1.5 \).
Control of Anesthesia

3.1 Performance Measures

The control objective being discussed in this chapter is setpoint tracking of the DOH, in the presence of model uncertainties and disturbances, which were described in Chapter 2.

The current practice for performance assessment of EEG-guided DOH control systems is the computation of four measures introduced in [Varvel et al., 1992]. These Varvel measures were proposed to evaluate the performance of anesthesia systems, however not the EEG-guided variety outlined in Section 1.2. Despite this, they have become the gold standard in clinical evaluation as is evident from several studies in which DOH measures derived from the EEG were used to control hypnotic drug infusion rate, see Appendix C.1.

This chapter will begin with a discussion of how to evaluate closed-loop controlled anesthesia system, before moving on to clinical and simulation results as well as possible extensions of an existing system towards control of the DOA.

Objectives

The rationale behind introducing performance measures is to map the $n$-dimensional DOH error vector, where $n$ is the number of available samples, to an $m$-dimensional ($m \ll n$) space in which each dimension has a distinct interpretation, strongly coupled to the performance of the system. As mentioned above, $m = 4$ for the Varvel measures. Ultimately it would be desirable to set $m = 1$ and describe performance of the control system by only one scalar. This was attempted in [Liu et al., 2006] by introducing the global score, discussed further below.

The control objectives differ between temporal phases of anesthesia, which suggests the use of different performance measures for each temporal phase and calls for a systematic method to determine the transition between subsequent phases.
The clinical objective during induction of anesthesia is to make a fast transition to the DOH setpoint, with limited overshoot and short settling time, as discussed in Section 1.1. Limiting the induction phase duration is particularly motivated for anxious patients. A more rapid induction of anesthesia may also alleviate the discomfort associated with the infusion of propofol in conscious patients. Furthermore, limiting the duration of the induction phase results in an increased availability of the operating room and its staff. Meanwhile, limiting the overshoot is critical during maintenance of procedures which require spontaneous breathing, since a high DOH generally results in apnea. Avoiding a DOH overshoot is also critical in some patient groups such as the elderly, in order to avoid the associated potential for hypotension.

During maintenance of anesthesia, it has been recommended that the DOH measurement \( y \), introduced in Section 2.1, should lie in the \((0, 0.4, 0.6)\) range, with a setpoint of \( r = 0.5 \) [Kelly, 2003], [Agrawal et al., 2010]. Too large an \( y \) could result in awareness with recall [Liu et al., 1991], which is likely to cause the patient considerable psychological stress, while excessively low DOH values result in hypotension and an increase in long-term mortality [Monk et al., 2005]. Furthermore, variability in the DOH, which induces significant changes in blood pressure, are potentially harmful for the patient. In order to maintain hemodynamic stability, it is therefore of interest to quantify such variability.

Finally, it is desirable to minimize the duration of the emergence phase of anesthesia, resulting in faster recovery for the patient and increased availability of the operating room. Since no control signal is available during the emergence phase, it is only possible to affect its duration by control actions taken during the maintenance phase of anesthesia. The possibility to do so relies on individual control of propofol and remifentanil (or another drug pair with similar interaction properties). E.g., an increase of analgesic drug and corresponding decrease of hypnotic drug toward the end of the maintenance phase of anesthesia will achieve a decrease in emergence duration, while increasing the DOA.

### The Varvel Measures

The Varvel measures were introduced to assess the estimation performance of TCI systems. Their intended purpose is to describe the fit between measured (blood sample) and estimated (PK model) plasma concentrations. This can be conducted either for an individual or a population. The individual case will be considered next.

The Varvel measures are based on the median of the relative error and its modulus, respectively. The original motivation for use of the median rather than the mean was the asymmetric appearance of data sets available to the authors of [Varvel et al., 1992]; most PK estimation errors were close to
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![Graph showing two tentative maintenance phase DOH profiles](image)

**Figure 3.1** Two tentative maintenance phase DOH profiles (blue), with corresponding setpoint (black) and resulting median error (red).

the median, with few but distant outliers. This motivation, justified in the intended context, results in an unfortunate choice when adopted for EEG-guided DOH control. As mentioned above, $y \in (0.4, 0.6)$ is considered adequate. This suggests that a maintenance phase like the one in Figure 3.1(a) should be desirable to the one in Figure 3.1(b), while basing the error metric on the median has the opposite outcome. It can be argued that median-based measures provide inherent filtering and artifact removal. However, they make no distinction between artifacts, noise and momentary large errors which indeed reflect the DOH of the patient.

The Varvel performance measures are MDPE, MDAPE, divergence and wobble. They are defined, explained and discussed below. Denote by $C_m$ the sample vector of measured plasma concentrations and by $C_p$, the corresponding estimates. The times corresponding to entries of $C_m$ and $C_p$ are in $t$ and in the unit of hours. All vectors hold $N$ elements.

The (relative) percentage performance error (PE) is defined as

$$PE = 100 \frac{C_m - C_p}{C_p}.$$  \hspace{1cm} (3.1)
The division in (3.1) is to be interpreted as element-wise, making PE a vector quantity. PE is not reported as one of the Varvel measures, but rather used as the basis for their computation.

The definition (3.1) has been applied to EEG-guided DOH control in numerous publications by exchanging $C_m$ for $y$ and $C_p$ for $r$. Some of these publications are listed in Appendix C. Such previous publications have made use of the BIS DOH scale, where the fully aware state corresponds to a value of 100 and the fully anesthetized state corresponds to a value of 0. This results in less error penalty whenever the DOH setpoint is closer to the fully aware state. However, the risk of the patient becoming aware requires particularly tight control in this region.

The median performance error (MDPE) is the median value of the PE between all samples:

$$\text{MDPE} = \text{median}(\text{PE}).$$

(3.2)

As such it captures the bias of the estimator, but not its variability.

The median absolute performance error (MDAPE) is defined as

$$\text{MDAPE} = \text{median}(|\text{PE}|).$$

(3.3)

As opposed to the MDPE, the MDAPE does not convey information regarding the error bias, but rather the representative error magnitude.

Divergence is the slope of the linear regression of $|\text{PE}|$ against $t$:

$$\text{divergence} = \frac{t^T|\text{PE}| - N\overline{t}t}{t^T t - N\overline{t}^2},$$

(3.4)

where the bars denote the mean operator. The unit of divergence is percent per hour and the measure aims at describing whether the error increases or decreases over time. An unstable control system will result in a positive divergence. Beyond concluding instability, the divergence is of little practical use. Three different $y$-profiles are plotted in solid together with a common setpoint of $r = 0.5$ in Figure 3.2. The respective divergences of these profiles are $-26$, $-2$ and $32$ percent per hour, proportional to the slopes of the dashed lines. It is of arguable clinical significance when during the maintenance phase the error spike occurs, yet its temporal location strongly affects the divergence, while leaving all other of the Varvel measures unaffected.

Wobble is the last of the Varvel measures. It was introduced to capture variability in the estimator. Wobble is defined as the median absolute deviation between PE and MDPE:

$$\text{wobble} = \text{median}(|\text{PE} - \text{MDPE}|).$$

(3.5)

Wobble measures variability in the DOH. As such it is strongly affected by filtering of the measurement signal. In order to compare systems in terms
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Figure 3.2 The solid lines show tentative DOH profiles, with the horizontal black line as setpoint. The divergence for each of these profiles is proportional to the slope of the correspondingly colored dashed line.

of wobble it is therefore essential that the same filtering is used. This is problematic when using the BIS monitor, as it uses a proprietary filtering algorithm and switches between several filters [Ionescu et al., 2011b].

The global score (GS) is not one of the Varvel measures, but was introduced in [Liu et al., 2006] as an attempt to score EEG-guided DOH control systems with one scalar:

$$GS = \frac{\text{MDAPE + wobble \ fraction of time } y \in (0.4, 0.6)}{\text{median}|PE| + \text{median}|PE - \text{median}(PE)|}. \quad (3.6)$$

Apart from characterizing performance by means of a single scalar, the GS takes the clinical feasibility bounds from [Kelly, 2003] into account. Expanding the numerator of (3.6) results in

$$\text{median}|PE| + \text{median}|PE - \text{median}(PE)|. \quad (3.7)$$

While the idea of one scalar performance measure is appealing, it is hard to intuitively interpret (3.7) and the clinical relevance of the GS has never been established.

It was concluded in [Varvel et al., 1992] that the population distribution of individually computed MDPEs and divergences are quite symmetric, while the corresponding MDAPEs and wobbles are slightly asymmetric. Consequently, different approaches for combining the individual measures to correspond to populations were discussed. The two-stage approach defines the population measures as the mean values taken over the population. A modification of the two-stage approach is the pooled-data approach, where
each individual is weighted by the reciprocal number of available samples. This is further elaborated in the variance-weighted approach, in which individuals are weighted by the reciprocals of the variances of the measures. Details of these pooling strategies are found in [Varvel et al., 1992], in which the authors recommend the variance-weighted approach but conclude that all approaches yield similar results.

**Proposed Performance Measures**

Below, performance measures more adequate for the evaluation of EEG-guided DOH control than the Varvel ones are proposed. As suggested above, it is relevant to use different measures of performance during the induction and maintenance phases of anesthesia. In fact, most closed-loop studies reporting the Varvel measures do so for maintenance phase data only.

Here it will be assumed that a vector $Y$, holding $N$ DOH measurements, is available, together with the corresponding setpoint vector $R$. The not necessarily uniformly sampled time stamps of entries in $Y$ and $R$ are stored in $T$ (unit: s). The vectors are assumed to be adjusted so that the first sample in $T$ corresponds to the start of hypnotic drug administration. To simplify notation, the sections of $\{T, R, Y\}$ corresponding to the temporal phases of anesthesia being considered will be denoted $\{t, r, y\}$, each holding $n$ elements.

**Induction Phase Measures** Two performance measures, reflecting the objectives outlined above, are proposed below.

Induction Duration (ID) is adopted from [Liu et al., 2006], where it was defined as the time elapsed from the start of hypnotic drug administration to the first moment when $y$ rises to and remains above 0.4 for 30 consecutive seconds. This definition does not punish large drug boluses which rapidly achieve the desired goal but result in excessive overshoots. Furthermore, it only considers the setpoint $r = 0.5$. To account for this, staying above 0.4 is replaced by staying within $r \pm 0.1$ and an additional measure for characterizing overshoot is introduced.

The overshoot (OS) is defined as

$$\text{OS} = 100 \cdot \max_k \frac{y_k - r_k}{1 - r_k}. \quad (3.8)$$

I.e., an overshoot of 100% corresponds to $y = 0$, while an overshoot of 0% corresponds to $y = r$. It is possible that the maximum overshoot occurs after the end of induction, as defined by ID. This can for instance be the case if there is a slow integrator in the controller, which builds up during the induction phase. It seems hard to device a robust, control system independent, rule to decide how much of the maintenance phase should be included in the evaluation of (3.8). The conservative approach in the thesis has therefore been to include the entire maintenance phase. As a consequence, OS is not
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![Graphical illustration of induction duration ID (red) and overshoot OS (green) using clinical DOH data (blue) with setpoint in black.](image)

Figure 3.3  Graphical illustration of induction duration ID (red) and overshoot OS (green) using clinical DOH data (blue) with setpoint in black.

an induction phase specific measure. However, for most cases the maximum overshoot occurs during, or shortly after, the induction phase.

The definitions of ID and OS are illustrated in Figure 3.3 on clinical data from the iControl study described in Appendix B.2.

**Maintenance Phase Measures**  The trapezoidal approximation of the integrated error (IE) is introduced to replace MDPE:

\[
IE = \sum_{k=1}^{n-1} \frac{t_{k+1} - t_k}{t_n - t_1} \left( r_{k+1} - y_{k+1} \right) + \left( r_k - y_k \right) \frac{1}{2}. \tag{3.9}
\]

The IE is normalized with respect to the maintenance phase duration. As opposed to the median, the IE punishes outliers (linearly). Furthermore, it is used as minimization criterion in existing controller synthesis strategies, of which [Garpinger and Hägglund, 2008] presents one example within PID control.

Since the IE only conveys information about the average error, its sole use as performance measure can be misleading; an error distribution which is balanced with respect to zero results in a small IE. This can be the case when e.g. the closed-loop system exhibits oscillatory behavior due to poor tuning. A measure replacing the MDAPE is therefore needed and readily obtained by taking the modulus of the sample-wise error in (3.9), yielding the integrated absolute error (IAE):

\[
IAE = \sum_{k=1}^{n-1} \frac{t_{k+1} - t_k}{t_n - t_1} \frac{|r_{k+1} - y_{k+1}| + |r_k - y_k|}{2}. \tag{3.10}
\]
Variability in $y$ can be quantified by the relative difference between the IAE and the IE. This is done by introducing the variability index (VI):

$$\text{VI} = \frac{\text{IAE} - \text{IE}}{\text{IAE}}.$$  

(3.11)

The VI does not need to be explicitly reported as it is readily computable from the reported IE and IAE.

It is of interest to report how well the system manages to keep $y$ within the clinically feasible range, i.e., within $r \pm 0.1$. Since the sign of the error is of clinical significance (when the error exceeds $\pm 0.1$), it is justified to give separate measures for the percentage of time during maintenance that the error $e = r - y$ exceeds $+0.1 \ (E^+)$ and falls below $-0.1 \ (E^-)$, respectively. In case of sparse or nonuniform sampling, linear interpolation between consecutive samples can be used to determine the time instants when the maintenance phase control error crosses $\pm 0.1$, respectively.

**Emergence Phase Measure** The emergence phase of anesthesia is defined to begin when administration of the hypnotic drug is terminated, see Section 1.1. The duration of the emergence phase can be robustly quantified by introducing the emergence phase rise time (ER), here defined as the $63 \%$, or $1 - e^{-1}$ rise time, commonly reported in other control applications. Note that the standard control nomenclature is somewhat confusing as the measurement signal is actually decreasing during the rise time.

This time is defined as that between end of hypnotic drug administration, at which instance the DOH setpoint was $r_1$ and the first time at which $y$ crosses $r_1 - (1 - e^{-1})(r_1 - E_0)$. If the awake baseline level $E_0$ is not known, the default $E_0 = 0$ may be used. The ER is illustrated in Figure 3.4.

**Population Measures** Since all the proposed performance measures are unaffected by the duration, in terms of time or samples, of the underlying data, it becomes natural to weight each case equally in the population statistic.

Which statistic to use depends on the clinical aim. The median of each measure is adequate if the aim is to evaluate a system which should perform well in the majority of cases, but where a few cases of poorer performance are acceptable. At the other end of the scale, the worst case of each measure could be reported. In terms of conservatism, the mean lies between these two.

In order to produce comparability between studies it is suggested that at least the population mean $\pm$ standard deviation of ID, OS, IE, IAE, $E^\pm$ and ER be reported. A convenient way to report these statistics together with worst case and median is the use of the modified box plot shown in Figure 3.5.
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Controller Tuning

This section describes the controller tuning procedure used in the iControl study. Details of the study, such as study population, clinical protocol, controller structure and parameters, are found in Appendix B. A photograph of the iControl closed-loop anesthesia system is shown in Figure 3.6 and a
Figure 3.6 The iControl closed-loop anesthesia system.

A screen dump of its touch screen user interface is shown in Figure 3.7. The working environment of the anesthesiologist is shown in Figure 3.8, with the iControl device to the right.

The main challenges in tuning the propofol delivery controller were to provide adequate robustness to handle the inter-patient variability to drug sensitivity and attenuate disturbances caused by surgical stimulation and measurement noise, while maintaining reasonable setpoint tracking performance.

As outlined in Appendix B.2, the study population consisted of children, for which validity of available PKPD models have been debated [Coppens et al., 2011]. Consequently, a system identification study was performed in order to obtain models upon which to base the controller tuning. This study is outlined in Section 2.2 and Appendix B. A full presentation, including listing of model parameters is found in [van Heusden et al., 2013b]. For additional detail on the first part of the study, see [Soltész et al., 2012b].
The initial controller tuning was based on 14 patient models identified from open-loop data obtained during surgeries. Figure 3.9 shows the Bode plots of these models linearized around the nominal setpoint $E_o = r = 0.5$. Tuning of the PID and filter parameters leading to the version used during the initial 23 clinical closed-loop cases was performed based on these models. The robust PID tuning was seeded with the integrated absolute error (IAE) minimizing algorithm described in [Garpinger and Hägglund, 2008] applied to the linearized models. Subsequently, a manual iterative robust tuning procedure was performed. The resulting open-loop Bode plots were drawn for each available model combined with the tentative controller, as shown in Figure 3.10. In parallel, the behavior of the underlying nonlinear system in closed-loop was characterized by simulation, as shown in Figure 3.11. The figure shows simulated $y$-profiles for the 14 models; simulated induction of anesthesia is shown in Figure 3.11(a), the response to surgical stimulation, modeled by the output disturbance profile of Figure 2.12(c), is shown in Figure 3.11(b). Figure 3.11(c) shows the influence of sensor noise. Note that Figure 3.11(b) also reveals the behavior at setpoint steps as the setpoint and output disturbance signals enter the system at the same location.
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Figure 3.8 The working environment of the anesthesiologist. The photograph is taken in one of the operating rooms of the BC Childrens Hospital, Vancouver, Canada.

Figure 3.9 Bode plots of patient models obtained from open-loop data, linearized around $E_o = 0.5$. The input and output are propofol infusion ($\mu g/kg/min$) and $y \in (0, 1)$, respectively.
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Figure 3.10 Open-loop Bode plots obtained by combining the initial controller tuning from Appendix B.2 with each of the 14 models identified from clinical open-loop data.

Due to the limited number of available models, the initial tuning was deliberately conservative. Gain margins of the linearized system were in the $(4.0, 25.2)$ range, with a mean of 8.3, phase margins were in the $(52^\circ, 72^\circ)$ range, with a mean of 65$^\circ$ and the peak sensitivity $M_s$ was in the $(1.1, 1.5)$ range, with a mean of 1.2. The variation in these robustness measures further indicate the presence of large inter-patient variability in the response dynamics to propofol.

Clinical Outcome – Phase One

The clinical outcome of the initial 23 closed-loop cases of the iControl study are reported in [Soltész et al., 2012b]. Figure 3.12 shows the DOH measurement profiles together with the infusion profiles of these cases. Induction phase data is shown in blue, maintenance phase in red and emergence phase in green. The black triangles mark the beginning and end of each maintenance phase.

In some cases, the anesthesiologist decreased the DOH setpoint toward the end of the procedure, in order to shorten duration of the emergence phase. This motivates plotting the error $e$ in favor of the measurement signal $y$. Error profiles corresponding to Figure 3.12 are therefore shown in Figure 3.13.

At some occasions, high amplitude spikes are present in the control signal. Some of these are the result of manually superimposed boluses, which are
Figure 3.11  Simulated closed-loop anesthesia for the 14 available patient models, used in the robust PID tuning procedure (blue). The setpoint and additive output disturbance profiles are shown in black and green, respectively.
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Figure 3.12 Outcome of the initial 23 closed-loop controlled cases. Induction, maintenance and emergence phase data is shown in blue, red and green, respectively. Black triangles mark the beginning and end of each maintenance phase.

Figure 3.13 Maintenance phase error $e$ during the initial 23 closed-loop controlled cases. The dashed black lines mark the ±0.1 error interval. The end of each data set is marked with a black triangle.
given by the anesthesiologist, who can act as a feed-forward controller from anticipated increases in nociceptive stimulation. The other source for spikes is the switching from closed-loop controlled to TCI mode, which occurs when e.g. the measurement signal quality is below a threshold. A potential strategy for avoiding these spikes is outlined in Section 3.3.

Out of the 23 newly available data sets, 14 were manually deemed suitable for system identification, which extended the available patient model pool size from 14 to 28. Details of the identification of these models are found in [van Heusden et al., 2013b]. The DOH measurements from induction of anesthesia for three of the 14 closed-loop cases used for identification are shown in Figure 3.14(a) (solid) together with the ones obtained through noise-free closed-loop simulations (dashed). Corresponding propofol infusion profiles are shown in Figure 3.14(a). The identified models were driven in closed-loop using the same controller and setpoint profiles as in the corresponding clinical cases. Due to the presence of disturbances it is not feasible to compare such simulations with clinical data beyond induction of anesthesia and there might be slight discrepancies caused by unmodeled disturbances also during the induction phase. As can be seen in Figure 3.14(b), there is a discrepancy between the actual (solid) and simulated (dashed) infusion profiles. The good model fits (similar to the one shown in Figure 2.6) together with the temporal irregularity of the discrepancies suggest that they are due to disturbances rather than model error. Thus, care should be taken when relying on identified models, even when the identification data was collected during induction of anesthesia.

In general, it holds that the clinical and simulated inductions were similar. However, the overshoot upon induction was slightly larger for the clinical cases. This can be attributed to the difference in identification input characteristics, combined with the identifiability issues reported in Section 2.2. I.e., the open-loop cases typically had a higher initial propofol infusion rate, resulting in a fast response.

**Controller Re-tuning**

With the availability of 14 additional models from the closed-loop study and validated safety of the system, the controller was re-tuned. The tuning procedure was not changed, but now incorporated both the 14 initially available models from open-loop experiments and the additional 14 models from the conducted closed-loop experiments. The tuning objective was to decrease duration of induction while improving disturbance attenuation.

Gain margins with the final re-tuned controller applied to the 28 linearized patient models were in the (1.9, 16.5) range with a mean of 3.6. The phase margins were in the range (29°, 70°) with a mean of 49° and the corresponding values for the maximal sensitivity magnitude were (1.1, 2.4) and 1.5,
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Figure 3.14  Induction phase $y$-profiles and corresponding infusion rate $u$-profiles for three of the 14 initially modeled closed-loop cases are shown (solid) together with simulated outcomes (dashed). The common setpoint is shown in black.

respectively. The worst case here was caused by an outlier yielding a notably high value. It was, however, deemed acceptable based on the conservatism inherent from the system identification procedure described in Section 2.2.

In order to compare the old and new tuning, the robustness measures of the new tuning as applied to the initially available 14 models are relevant. These are: gain margin range $(2.1, 25.2)$ with mean 4.6, phase margin range $(38°, 72°)$ with mean 56° and maximal sensitivity magnitude range $(1.1, 2.1)$ with mean 1.4.

Clinical Outcome – Phase Two

The re-tuned controller was evaluated in 79 cases, of which 8 cases were conducted with candidate tunings and the remaining 71 with the final version reported in Appendix B.2. Figure 3.15, corresponding to Figure 3.12, shows the measured variable $y$ together with the control signal $u$, for each of these cases. The maintenance phase errors $e = r - y$ are compiled in Figure 3.16, corresponding to Figure 3.13. Figure 3.17 shows three relatively long last-
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ing cases from the set of 71 shown in Figure 3.15. Each case is drawn in a separate color and the correspondingly colored triangle marks the end of the maintenance phase for the case.

**Closed-Loop Performance**

The combined performance of the cases using the initial and re-tuned controllers described above are reported in terms of the Varvel measures in [van Heusden et al., 2013b]. The same publication also showcases the performance of individual representative cases. The performance measures proposed in Section 3.1 and [Soltész et al., 2013a] have been computed for the 102 closed-loop cases and are reported as modified box plots in Figure 3.18. See [van Heusden et al., 2013a] for a listing of the Varvel measures. Spontaneous breathing was successfully maintained in most cases. During 11 out of the 102 cases, episodes of apnea or airway obstructions were, however, recorded. Details on these cases are found in [West et al., 2013]. Results are further discussed in Chapter 4.

**3.3 Simulation Studies**

**Anesthesia Simulator**

The development and verification of the control system described in the thesis relied on the ability to evaluate patient models and controllers in a simulation environment. For this purpose, an application-specific simulator was developed in the Simulink language, tightly integrated with Matlab (The MathWorks Inc., Natwick, USA). The simulator was designed in a modular fashion and allowed for straightforward loading of patient models for propofol and remifentanil, output disturbance and noise models, reference profiles and closed-loop controllers. The top layer of the Simulink model hosting the simulator is shown in Figure 3.19.

In this section, the simulator has been utilized to demonstrate concepts not yet implemented in the iControl system, but with future potential.

**Individualized Control**

So far, all controllers considered in the thesis have been tuned based on the availability of batches of patient models. It was mentioned in Section 2.2 that parameters of patient models identified from maintenance phase data are likely to be biased by unmeasurable output disturbances. This makes the application of continuously adaptive control schemes potentially riskful due to the possibility of parameter drift caused by such bias. However, it is possible to obtain models from induction phase data, which is often not influenced by such disturbances. This was how the model batches used to
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(a) DOH measurement $y$.

(b) Propofol infusion rate $u$.

**Figure 3.15** Outcome of the 71 closed-loop controlled cases, facilitating the re-tuned controller. Induction, maintenance and emergence phase data is shown in blue, red and green, respectively. Black triangles mark the beginning and end of each maintenance phase.

![Graph](image)

**Figure 3.16** Maintenance phase error $e$ during the 71 closed-loop controlled cases, facilitating the re-tuned controller. The dashed black lines mark the $\pm 0.1$ error interval. The end of each data set is marked with a black triangle.
tune the iControl system were obtained [van Heusden et al., 2013b]. A similar, but fully automated, identification procedure to that in [van Heusden et al., 2013b] was proposed and demonstrated in Section 2.2. Although a more exciting identification input would be much desired in order to avoid the issues explained in Section 2.2, it is possible to identify at least a subset of the process model parameters based on available data.

The idea briefly presented here, and elaborated in [Soltész et al., 2013b] and [Soltész et al., 2011], is to make use of two controller tunings. The controller used for induction of anesthesia is not different from the ones which have been previously mentioned and discussed. However, if the automated identification method, such as the one proposed in Section 2.2, yields a valid model upon induction of anesthesia, the controller is re-tuned based on this model. This re-tuning of the controller can be automatically conducted, using available robust tuning tools. In [Soltész et al., 2013b] it was done by minimizing the IAE under a maximum sensitivity magnitude constraint.

Figure 3.17  Three relative long cases (blue, red, green), from the total of 71 cases shown in Figure 3.15. Correspondingly colored triangles mark the end of each maintenance phase. Setpoint profiles are drawn in black.
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Figure 3.18 Performance of the iControl system during the 102 cases reported in [van Heusden et al., 2013b]. The modified box plots are explained in Figure 3.5.

Figure 3.19 Top layer of the Simulink model used to evaluate patient models and controllers in simulation.
The re-tuned controller is tailored for the current patient and can therefore be made more aggressive than the induction phase controller, without compromising robustness.

Once the new controller is synthesized it only remains to initiate its state (integrator and measurement signal filter) to obtain a smooth, or bumpless, transfer at the instance of switching.

In [Soltész et al., 2013b] the proposed scheme was demonstrated on a batch of 44 propofol PKPD models, previously published in [Dumont et al., 2009]. The blue lines in Figure 3.20 shows the simulated DOH measurements obtained when using a controller tuned to accommodate the entire batch of 44 models, while the green lines show the outcome from using the proposed individualization scheme. At $t = 20$ min the process model identification and controller re-tuning take place, while an additive output disturbance profile (red) from [Dumont et al., 2009] is applied to mimic a surgical procedure. One can clearly see that the individualized controllers attenuate the disturbance more efficiently. Note that only green lines have been drawn during the induction phase of anesthesia, here defined as up to $t = 20$ min, as there is no difference in tuning between the batch and individualized scheme during this temporal phase.

Although the exact performance gain of the proposed scheme depends highly on the involved models, the simulation result from [van Heusden et al., 2013b] shown in Figure 3.20 gives a clear indication of what can be achieved.
Here the IAE caused by the disturbance profile is decrease on average by 25 %.

**Smooth Mode Switches**

When switching back and forth between manual, TCI and closed-loop mode, it is desirable to have a smooth transition both in the measurement \( y \) and control signal \( u \). One reason for this is that a system with discontinuous behavior can be perceived as irrationally acting by the supervising clinician.

Apart from the possibility of manual mode switches, switching from closed-loop to TCI mode is set to occur automatically in the iControl system if the signal quality falls below a threshold or if the measurement signal is lost altogether. The iControl system defines signal quality in terms of the SQI and the SR, introduced in Section 2.1.

The model on which TCI is based in the iControl system is driven by the infusion rate \( u \), but is not affected by the measurement \( y \) even at times when the latter signal is available and reliable. Due to inter-patient variability in propofol sensitivity combined with unmeasurable disturbances, it is therefore likely that the state of the TCI model drifts from the state of the actual patient. Furthermore, the TCI algorithm, adopted from the open source Stanpump TCI [Shafer and Gregg, 1992], is such that it tries to transition the model output to the setpoint in minimum time without overshoot. This essentially corresponds to a bang-bang controller, which yields a bolus at the instance the system is switched from closed-loop or manual mode to TCI if \( y < r \). This behavior explains some of the spikes in Figure 3.12(b) and Figure 3.15(b) (in which the remaining spikes represent manually issued boluses).

An alternative proposed here is to let the input–output pair \( \{u, y\} \) drive the discretized equivalent of the state observer:

\[
\dot{\hat{v}}(t) = - \frac{1}{T} \hat{v}(t) + \frac{\hat{K}}{T} u(t - \hat{L}) + K_\alpha \left( \frac{1 - \hat{E}_0}{1 - y_{\text{raw}}} - 1 - \hat{v}(t) \right) \\
\hat{y}_{\text{raw}}(t) = 1 - \frac{1 - \hat{E}_0}{1 + \hat{v}(t)}. \tag{3.12}
\]

The first two terms within the rightmost bracket of (3.12) are the inverse of the Hill function (1.17) with parameter \( \gamma = 1 \), see (2.14). It was concluded in Section 2.2 that the use of such exact linearization can lead to large errors if there is a mismatch between \( \hat{\gamma} \) and \( \gamma \), see (2.5). However, parameters of the FOTD models used in (3.12) and described in Section 2.2 are obtained
under the structural assumption that $\gamma = 1$, which justifies the inversion of the Hill function in (3.12).

The behavior of the observer is characterized by its gain parameter $K_o$. When $K_o = 0$, the output $\hat{y}_{raw}$ depends entirely on the model and does not take the measurement $y_{raw}$ into account. In the other extreme case, when $K_o \to \infty$, it holds that $\hat{y}_{raw} = y_{raw}$, i.e. the measurement signal is used as estimate and the model is ignored.

It is convenient to introduce the parameter $K'_o$:

$$K_o = \frac{1}{K'_o} - 1,$$

which, with a slight abuse of notation, maps the $K'_o$ range $(0, 1)$ to the $K_o$ range $(\infty, 0)$.

The idea proposed here is to use $\hat{y}_{raw}$ as measurement signal for the same controller in both closed-loop and TCI mode, as shown in the block diagram of Figure 3.21. Switching to TCI mode is conducted simply by setting $K'_o = 1$, while pure closed-loop mode corresponds to $K'_o = 0$. Furthermore, it is possible to use values $0 < K'_o < 1$ when in closed-loop mode with limited signal quality. One candidate way of achieving this is to let $K'_o$ be a monotone function of the signal quality indices $SQI_l$ and $SQI_r$ combined with the suppression ratios $SR_l$ and $SR_r$:

$$K'_o = \left( \frac{SR_l + SR_r}{2} \right) \left( 1 - \frac{SQI_l + SQI_r}{2} \right).$$

Figure 3.22 shows an example with clinical data $\{u, y\}$ up to time $t = 30$ min, during which it is assumed that $SQI_l = SQI_r = 1$ and $SR_l = SR_r = 0$. At time $t = 30$ min, the measurement $y_{raw}$ is assumed to be lost. The observer gain parameter is consequently set to $K'_o = 1$ and the feedback loop is now closed over the patient model characterized by $\{\hat{K}, \hat{T}, \hat{L}\}$.

\[ Figure 3.21 \quad \text{Block diagram showing the use of an observer with variable gain, designed to handle signal quality changes and mode switches.} \]
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Figure 3.22 The figure shows data form a clinical case until time $t = 30$ min, where the measurement signal is assumed to be lost and is replaced by the observer output.

the scheme has not been clinically evaluated, the result for $t > 30$ min in Figure 3.22 is the outcome of a simulation. The section shown in green in Figure 3.22(a) shows the estimate $\hat{y}_{\text{raw}}$, which explains the lack of noise seen in the measurements $y_{\text{raw}}$ (blue) and $y$ (red).

It should be mentioned that the scheme presented in this section has only been conceptually demonstrated. In particular, more effort needs to be put into the investigation of its behavior in the $0 < K'_o < 1$ region, before involving it in a clinical trial.

**Integrator Anti-Windup**

The clinical results shown in Figure 3.12 and Figure 3.15 indicate a slow settling time of the control error upon induction of anesthesia. A contributing reason to this is that the integrator of the controller builds up during the initial assumed model delay $L$ and the subsequent traversal of the nonlinearity (1.17). This can be seen for one of the clinical cases in Figure 3.23. The measurement $y$ is shown in Figure 3.23(a). The corresponding control signal is shown in Figure 3.23(b) (blue) together with its integrator term (red).
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Figure 3.23 One case from the clinical study, showing how integrator build-up results in slow settling upon induction of anesthesia.

Standard integrator anti-windup strategies such as e.g. conditional integration mentioned in Appendix B.2, and dynamic tracking [Åström and Hägglund, 2006], are based on actuator saturation and hence do not prevent this behavior. A simple improvement to the system can be made by only activating integrator updates once a threshold clinical effect \( y_{\text{min}} \) has been reached for the first time. This is illustrated in Figure 3.24 through a simulation example, based on a patient model identified from the data shown in Figure 3.23. The nominal measurement and control signals are shown in blue in Figure 3.24(a) and Figure 3.24(b), respectively. The corresponding outcome achieved by only activating the integrator once \( y > y_{\text{min}} = 0.21 \) are shown in red. The integrator state is shown in green and black in Figure 3.24(b) for the nominal and proposed strategy, respectively.

For the strategy to be successful, it is essential that the clinical effect \( y \) indeed reaches the threshold value \( y_{\text{min}} \). In the example of Figure 3.24 this was ensured by dimensioning the initial bolus, described in Section 1.1, based on the 41 patient models identified from clinical data in Section 2.2. These models are normalized by patient body mass. Knowing the mass of the current patient, the bolus was designed to precisely bring the patient to 80 %
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Background
To this point, the focus of the thesis has been control of the DOH using propofol. It has been assumed that an adequate DOA can be achieved by
manual dosing of remifentanil, or another analgesic drug. There is a PD interaction between propofol and remifentanil, for which models were presented in Section 1.3 and further detailed in Section 2.3. No explicit attention was given to this interaction in the iControl study presented in Appendix B.2 and Section 3.2. Instead, the effect of remifentanil on the DOH was regarded as an output disturbance, similar to the ones caused by surgical stimulation. This was acceptable in the context of the study, as identical remifentanil dosing protocols were used during data collection for identification and the subsequent closed-loop controlled trials.

Directly controlling the DOA is problematic, as there exist no reliable monitors for it, which has already been mentioned in Section 1.1. However, it was outlined in Section 2.2 that changes in the surgical stimulation level, and hence the DOA, can be realistically modeled as additive output disturbances on the DOH. Such changes typically occur rapidly, while changes in the DOH caused by the infusion or metabolism of propofol occur at a much slower time scale determined by the propofol PK dynamics explained in Section 2.2. To illustrate this, the Bode magnitude curves for one representative propofol (blue) and remifentanil (red) PK model have been drawn side by side in Figure 3.25, together with their $-3 \text{ dB}$ bandwidths (dashed). The propofol PK is from a model identified using data from one of the iControl cases, published in [Soltész et al., 2012a]. The remifentanil PK was computed from biometric parameters of the same patient, using a formula for children with body mass as its only parameter and previous published in [Rigby-Jones et al., 2007]. For ease of comparison, both models have been scaled to unity static gain. The separation in time scale, apparent in Figure 3.25, makes it possible to detect changes in the DOA from the DOH signal $y$.

Due to the PD interaction, the DOH can be affected by altering the infusion rate of either drug. Remifentanil can be regarded as a fast actuator in this context, as it acts and is metabolized at a much faster time scale than propofol; seconds rather than minutes. While propofol has a large clinically feasible range in terms of $v_p$, the normalized effect site concentration $v_r$ for remifentanil is confined to a narrower clinically feasible range. Consequently, when controlling the DOH, propofol can be viewed as a slow actuator with a wide range, and remifentanil as a fast actuator with narrow range. The fast actuator can be utilized to counteract disturbances in $y$, which are too rapid to be suppressed by the slow actuator. As mentioned above, such rapid changes in the DOH are most likely caused by underlying changes in the DOA. Correcting for them using the remifentanil infusion rate therefore makes sense; a rapid negative change in $y$ indicates an inadequate level of analgesia and it is appropriate to counteract it with a momentary increase in remifentanil infusion rate and vice versa.

There have been previous attempts to simultaneously control the DOH and DOA using propofol and remifentanil, respectively. In [Liu et al., 2012]
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A rule-based approach, mimicking the behavior of an anesthesiologist is employed. A simulation study utilizing an MPC for the two drugs was presented in [Ionescu et al., 2011a]. Results from simulations using a fuzzy approach are presented in [Mahfouf et al., 2005].

The following section presents a control architecture for simultaneous control of the propofol and remifentanil infusion rates, based on a modified mid-ranging controller structure [Allison and Isaksson, 1998]. Advantages of the proposed architecture include modularity, in that the remifentanil loop is a pure addition to the existing propofol control system, and the possibility to gradually move from open- to closed-loop controlled remifentanil infusion, by increasing a single gain parameter.

Architecture and Tuning

With the availability of the measured DOH, propofol and remifentanil infusion rates and PK models as well as the PD interaction model, it is possible to construct a soft sensor for the DOA signal. Precise reconstruction is not feasible due to the sensitivity caused by the approximate nature of existing process models, as explained in Section 2.2. The approach taken in [Soltész et al., 2012a] and reviewed here, is rather to relate the high-frequency content in the DOH measurement \( y \) to changes in the DOA and consequently use it dose remifentanil. This single input, multiple output (SIMO) approach is justified by the previous discussion and its aim is to yield a mid-ranging control behavior, where propofol is the slow actuator with large range, while remifentanil is the fast actuator with narrow range. A block diagram illustrating how this can be achieved is shown in Figure 3.26. The signal \( y_f \) is a

![Figure 3.25](image-url) Bode magnitudes of one representative propofol PK model (blue) and one representative remifentanil PK model (red), both normalized to unity gain.
band-pass filtered version of the DOH measurement $y$. Its role is to reflect changes in the DOA and it can therefore be regarded as the output of a simple DOA soft sensor. Since the remifentanil controller only acts on transient changes in the DOA, the steady state behavior is not of particular interest. At the same time, there is no model which can be used to produce reliable DOA predictions. Consequently, a simple proportional controller is used.

The remifentanil controller is a pure augmentation to the existing DOH control system, which has not been modified in any way. The parameters introduced by the remifentanil controller are those of the band-pass filter $F_B$, the reference low pass filter $F_R$, the nominal remifentanil infusion rate $u^o_r$, the remifentanil infusion rate lower bound $u_{r}^{\text{min}}$ and upper bound $u_{r}^{\text{max}}$ and the controller gain $K_r$. The following values were assigned to the infusion rate parameters, based on advice from the clinical principal investigator of the iControl study: $(u_{r}^{\text{min}}, u^o_r, u_{r}^{\text{max}}) = (0.01, 0.03, 0.30) \mu g/kg/min$. In fact $u^o_r = 0.03 \mu g/kg/min$ was the infusion rate used during the study outlined in Appendix B.2.

In order to get an estimate, although somewhat optimistic, of what can be achieved with this structure, assume that remifentanil has an instantaneous PK model, i.e. a pure static gain. Looking at Figure 3.25, this is not an unrealistic approximation. The PD interaction is governed by the Hill function (1.17) applied to the virtual drug with normalized effect site concentration according to (1.22), where $\alpha = 5.1$ and $C_{e,50}^{r} = 12.5 \text{ ng/ml}$ in accordance with [Kern et al., 2004]. Based on this, Figure 3.27 shows the changes in DOH which can be achieved by changing the remifentanil infusion rate from $u^o_r$ (blue) to $u_{r}^{\text{min}}$ (red) and $u_{r}^{\text{max}}$ (green). Note that the span (vertical distance between green and blue line) varies with the DOH, due to the nature of the PD interaction surface. The propofol related parameter values $\gamma = 1.5$ and $E_0 = 0.12$, being representative for models identified during the iControl study, were used.

A tuning strategy for the band-pass filter $F_B = F_H F_L$, where $F_H$ is a high-pass filter and $F_L$ is a low-pass filter, and the remifentanil controller
gain $K_r$ was proposed in [Soltész et al., 2012a]. The strategy is systematic, model based and is here illustrated on the set of 28 propofol patient response models identified from the initial cases of the iControl study. This model set consists of the 14 models identified from open-loop data and the first 14 models identified from closed-loop data, as further described in Appendix B.

The Bode magnitude of the corresponding propofol loop sensitivity functions, linearized around $E_o = 0.5$ are shown in Figure 3.28. The vertical line at $\omega_{F_H} \approx 3.1 \cdot 10^{-3}$ rad/s marks the average $-3$ dB bandwidth among the models. Disturbance frequencies below $\omega_{F_H}$ are adequately attenuated by the propofol loop, motivating the use of the following high-pass filter:

$$F_H(s) = \frac{sT_{F_H}}{sT_{F_H} + 1}, \quad T_{F_H} = \frac{1}{\omega_{F_H}} = 325 \text{ s.} \quad (3.16)$$

The filter in (3.16) sees to it that frequency content of the control error beyond what the propofol loop can handle is directed to the remifentanil controller.

With $F_H$ determined and the low pass filter temporarily omitted, i.e. $F_B = F_H$, the gain $K_r$ was chosen to yield a minimal gain margin of 2.0 among the models. This resulted in a corresponding phase margin of 56°.

Next, the low-pass filter $F_L$ was designed to attenuate high-frequency components of $y$, which are most likely a result of measurement noise. The filter $F_L$ is assumed to have the simple first-order structure

$$F_L(s) = \frac{1}{sT_{F_L} + 1}, \quad T_{F_L} = \frac{1}{\omega_{F_L}}. \quad (3.17)$$
In a real implementation it would be wise to use a second-order filter, based on the findings reported in [Larsson and Hägglund, 2011]. However, in order to be consistent with [Soltész et al., 2012a], the structure of (3.17) will be used here. Figure 3.29 shows the Bode magnitudes of the 28 remifentanil loop sensitivity functions, with the average $-3$ dB magnitude marked. The corresponding angular frequency $\omega_{FL} \approx 3.4 \cdot 10^{-2}$ rad/s was chosen as the corner frequency of (3.17).

Finally, the reference filter $F_R$ of the remifentanil loop was designed. The high frequency content of a setpoint step could saturate the remifentanil
control signal, momentarily reducing disturbance rejection ability. In order to avoid this, the reference is low-pass filtered by $F_R$ before entering the remifentanil controller. Here $F_R$ is chosen to have the same simple structure as $F_L$:

$$F_R(s) = \frac{1}{sT_{FR} + 1}, \quad T_{FR} = \frac{1}{\omega_{FR}}.$$  \hspace{1cm} (3.18)

Figure 3.30 shows the complementary sensitivity Bode magnitudes corresponding to the sensitivity magnitudes in Figure 3.28 and their average $-3$ dB bandwidth. The average $-3$ dB bandwidth $\omega_{FR} \approx 8.4 \cdot 10^{-3} \text{ rad/s}$ was chosen as corner frequency of the reference low-pass filter (3.18), to block reference frequencies above what the propofol loop is expected to handle.

An alternative to the proposed strategy goes under the name habituating control and is thoroughly explained in [Henson et al., 1995]. It yields the same control structure topology, but the remifentanil and propofol control loops are simultaneously tuned in a model-matching fashion. The strategy is straightforward to apply and constitutes a good alternative if the constraint of keeping the propofol loop untouched is removed.

**Simulation Example**

The proposed controller structure and tuning were evaluated on simulated patients in [Soltész et al., 2012a]. Figure 3.31 shows a representative outcome of how the system handles output disturbances and measurement noise. The blue lines are from simulations with the controller used in the iControl study, while the red lines were obtained using the proposed SIMO controller. Figure 3.31(a) shows the reaction to the double step output disturbance profile
suggested in Section 2.2. The corresponding propofol and remifentanil infusion rates are shown in Figure 3.31(b) and Figure 3.31(c), respectively. Dark solid lines are from noise free simulations, while the lighter lines were obtained using the measurement noise model of Section 2.1. Note that the controller is more efficient in attenuating the initial positive output disturbance step than the subsequent negative one. This is because the nominal remifentanil infusion rate $u_r^o$ lies closer to $u_r^{\text{min}}$ than to $u_r^{\text{max}}$.

Further details on the performance of the proposed controller, evaluated in simulation, are found in [Soltész et al., 2012a].
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Figure 3.31 Simulated response to output disturbance double step (green) using the iControl setup (blue) and proposed SIMO controller (red). The dashed green line marks the DOH reference $r$. 
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Discussion

4.1 Summary

The thesis has described the basic concepts and terminology of closed-loop controlled anesthesia in human patients. Models needed for the synthesis of safe controllers have been obtained from clinical data and a control system for the hypnotic depth component of anesthesia, guided by the NeuroSense EEG monitor and utilizing the intravenous drug propofol for actuation, has been described. This control system was clinically evaluated during the iControl study conducted at the University of British Columbia and the British Columbia Childrens Hospital, Vancouver, Canada.

One of the main benefits of closed-loop dosing of intravenous anesthetic drugs is that it lets the anesthesiologist focus on major events, rather than fine adjustments of the drug infusion rates. This has a potential of decreasing the use of drug as compared to current practice, resulting in faster recovery and a decrease in inter- and postoperative complications.

The evaluation of the closed-loop control system in the iControl study demonstrated that a PID controller is sufficient to provide adequate dosing of propofol and its ease of operation was verified by the fact that several anesthesiologists found its use to be straightforward after only a brief introduction.

The control system used in the iControl study was deliberately designed to be simple and conservatively tuned. While providing adequate anesthesia, there is room for several improvements. A few such improvements have been demonstrated in simulation in the thesis and its underlying publications. The major one is a scheme for individualizing the controller tuning to the current patient upon induction of anesthesia. Minor improvements demonstrated in simulation include strategies for smooth switches between the manual, TCI and automatic operation modes of the system and a method to avoid integrator windup during induction of anesthesia.

It was shown that a representative closed-loop controlled induction of anesthesia does not provide sufficient excitation of the patient dynamics for
identification of a full model. The data typically allows for identification of a model of high precision (small output error) but low accuracy (poor predictive performance). As a response to this observation, an approach yielding deliberately conservative models was taken.

A strategy for additional closed-loop control of the analgesic component of anesthesia was suggested and demonstrated using realistic simulations. The strategy relies on a simple soft sensor approach and achieves a mid-ranging control behavior utilizing the analgesic drug remifentanil. Its advantages include increased disturbance rejection bandwidth of the hypnotic depth control loop and a decrease in the use of propofol.

A comprehensive reference to research groups which have been active on the EEG-guided closed-loop controlled total intravenous anesthesia scene is provided in one of the appendices. The other appendices hold technical detail related to conducted and ongoing clinical studies and identified patient model parameters.

It has been the intention of the author to make the thesis accessible to anyone with an undergraduate degree in control engineering or similar. Detail beyond what is presented in the thesis can be found in the underlying publications. These are listed in the Preface together with a description of which contributions were made by the author.

### 4.2 Future Work

There are several areas of future work with clinical potential, both technical and clinical. Some of these, which are anticipated to have the largest positive impact, are listed and described below.

It was shown that current clinical protocol does not provide adequate excitation for consistent model parameter identification, even when low-order models are used. Although it is not clinically feasible to excite the patient dynamics excessively by the introduction of e.g. random input signals, low amplitude signals can be superimposed on the nominal drug infusion rates. One way to achieve this is to use relay experiments, but there are also other possibilities.

The current work relies on that patient dynamics are similar during induction and maintenance of anesthesia. However, this has never been thoroughly investigated. Doing so is complicated by the lack of excitation combined with the presence of unmeasurable disturbances during the maintenance phase of anesthesia. However, a mechanism to detect disturbance-free episodes, combined with a superimposed exciting signal as proposed above, could help to provide a clearer picture.

Also related to increasing the excitation of the input is the clinical evaluation of controller individualization. The scheme for this proposed in the
thesis is based on re-tuning the controller upon induction of anesthesia. This concept of individualization has been demonstrated feasible in simulation and one direction of future work would be to bring it to clinical practice. With the addition of low-amplitude excitation during maintenance of anesthesia, it might be feasible to conduct more than one controller re-tuning during long surgeries, where patient dynamics may change due to e.g. loss of blood.

One possible strategy for controlling the depth of analgesia using the high frequency content of the hypnotic depth measurement was demonstrated in simulation. A clinical study utilizing a similar approach has been initiated at the University of British Columbia. However, it is still at an early stage and therefore not reported in the thesis, with the exception for a brief mention in Appendix B.3.

A future challenge not touched upon in the thesis is the utilization of the data rich environment of the operating room. For instance, the iControl system records and logs blood pressure, heart rate from the electrocardiogram, blood oxygen saturation, and electromyogram. During surgeries where the patient breathes spontaneously, the breathing pattern is available as an additional signal. These signals are currently not utilized by the control system, but could be potentially useful. In particular, changes in the electromyogram indicate possible artifacts in the hypnotic depth measurements while heart rate variability has previously been shown to correlate with changes in the level of nociception.

Furthermore, some minor clinical improvements could be anticipated by implementing the structures and strategies proposed in Section 3.3.

In a broader perspective, work needs to be done to promote the benefits of closed-loop controlled dosing of anesthetic drugs. Currently, the regimen has been successfully evaluated in several clinical studies, but there are no widespread units for it on the market. The foremost challenges here are regulation and clinical acceptance. Firstly, any unit to be used in everyday practice must pass the requirements dictated by the applicable regulatory agency. Secondly, the unit needs to gain clinical acceptance. Successful clinical studies are key in the certification process, while a close collaboration between clinicians and engineers is needed to assure that the systems are sound both clinically and engineering-wise.
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## Nomenclature

### Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit or range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{e,50}$</td>
<td>The $C_{e,50}$ for remifentanil towards DOH.</td>
<td>ng/ml</td>
</tr>
<tr>
<td>$C_e$</td>
<td>Effect site drug concentration.</td>
<td>[mass]/[volume]</td>
</tr>
<tr>
<td>$C_m$</td>
<td>Measured blood plasma drug concentration.</td>
<td>[mass]/[volume]</td>
</tr>
<tr>
<td>$C_p$</td>
<td>(Estimated) blood plasma drug concentration.</td>
<td>[mass]/[volume]</td>
</tr>
<tr>
<td>$C_{e,50}$</td>
<td>Effect site drug concentration corresponding to the effect half-way between $E_0$ and $E_\infty$.</td>
<td>[mass]/[volume]</td>
</tr>
<tr>
<td>$E^+$</td>
<td>Percentage of time when maintenance phase $e &gt; 0.1$.</td>
<td>%</td>
</tr>
<tr>
<td>$E^-$</td>
<td>Percentage of time when maintenance phase $e &lt; -0.1$.</td>
<td>%</td>
</tr>
<tr>
<td>$E_0$</td>
<td>Patient specific clinical effect in absence of drug.</td>
<td>$\approx 0$</td>
</tr>
<tr>
<td>$E_\infty$</td>
<td>Patient specific maximal clinical effect.</td>
<td>$\approx 1$</td>
</tr>
<tr>
<td>$E_a$</td>
<td>Analgesic effect.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$E_h$</td>
<td>Hypnotic effect.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$E_o$</td>
<td>Value of $E$ at operating point.</td>
<td>$\approx 0.5$</td>
</tr>
<tr>
<td>$E$</td>
<td>Clinical effect.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$F_B$</td>
<td>DOA soft sensor band-pass filter.</td>
<td></td>
</tr>
<tr>
<td>$F_H$</td>
<td>High-pass component of $F$.</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit or range</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>---------------</td>
</tr>
<tr>
<td>$F_L$</td>
<td>Low-pass component of $F$.</td>
<td></td>
</tr>
<tr>
<td>$F_R$</td>
<td>Remifentanil controller reference filter.</td>
<td></td>
</tr>
<tr>
<td>$K_o'$</td>
<td>Observer gain parameter.</td>
<td></td>
</tr>
<tr>
<td>$K_o$</td>
<td>Observer gain.</td>
<td></td>
</tr>
<tr>
<td>$K_r$</td>
<td>Remifentanil controller gain.</td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>Gain.</td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td>Delay.</td>
<td>s</td>
</tr>
<tr>
<td>$M_s$</td>
<td>Maximum sensitivity.</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>Generic dimension, e.g. vector length.</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>Vector of samples of $r$. (0,1)</td>
<td></td>
</tr>
<tr>
<td>$S_p$</td>
<td>Propofol loop sensitivity function.</td>
<td></td>
</tr>
<tr>
<td>$S_r$</td>
<td>Remifentanil loop sensitivity function.</td>
<td></td>
</tr>
<tr>
<td>$T_F$</td>
<td>Time constant of $F$.</td>
<td>s</td>
</tr>
<tr>
<td>$T_p$</td>
<td>Propofol loop complementary sensitivity function.</td>
<td></td>
</tr>
<tr>
<td>$T_r$</td>
<td>Trending rate of the NeuroSense monitor.</td>
<td>s</td>
</tr>
<tr>
<td>$T$</td>
<td>Vector containing samples of $t$.</td>
<td>s</td>
</tr>
<tr>
<td>$T$</td>
<td>Time constant.</td>
<td>s</td>
</tr>
<tr>
<td>$Y$</td>
<td>Vector containing samples of $y$. (0,1)</td>
<td></td>
</tr>
<tr>
<td>$\Delta v$</td>
<td>Deviation of $v$ from operating point $v_o$: $\Delta v = v - v_o$.</td>
<td></td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>Difference in $y$ caused by output disturbance.</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>PD interaction model parameter.</td>
<td>$&gt;1$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Parameter (or degree) of Hill function.</td>
<td>$\geq 1$</td>
</tr>
<tr>
<td>$\hat{E}_0$</td>
<td>Estimate of $v$.</td>
<td>$\approx 0$</td>
</tr>
<tr>
<td>$\hat{K}$</td>
<td>Estimate of $K$.</td>
<td></td>
</tr>
<tr>
<td>$\hat{L}$</td>
<td>Estimate of $L$.</td>
<td>s</td>
</tr>
<tr>
<td>$\hat{T}$</td>
<td>Estimate of $T$.</td>
<td>s</td>
</tr>
</tbody>
</table>
### Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit or range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\gamma}$</td>
<td>Estimate of $\gamma$.</td>
<td>$&gt;1$</td>
</tr>
<tr>
<td>$\hat{v}'$</td>
<td>Model output $\hat{v}$ scaled by model gain.</td>
<td></td>
</tr>
<tr>
<td>$\hat{v}$</td>
<td>Estimate of $v$.</td>
<td></td>
</tr>
<tr>
<td>$\hat{y}_{\text{raw}}$</td>
<td>Model output corresponding to $y_{\text{raw}}$.</td>
<td>$(0,1)$</td>
</tr>
<tr>
<td>$\hat{y}$</td>
<td>Model output corresponding to $y$.</td>
<td>$(0,1)$</td>
</tr>
<tr>
<td>$\omega_F$</td>
<td>Corner frequency of $F$.</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Relative normalized remifentanil concentration: $\theta = v_r/(v_p + v_r)$.</td>
<td></td>
</tr>
<tr>
<td>$\tilde{v}$</td>
<td>Estimation error for $v$: $\tilde{v} = v - \hat{v}$.</td>
<td></td>
</tr>
<tr>
<td>$c_i$</td>
<td>Clearance of compartment $i$.</td>
<td>[volume]/[time]</td>
</tr>
<tr>
<td>$d$</td>
<td>Additive output disturbance.</td>
<td></td>
</tr>
<tr>
<td>$e$</td>
<td>Control error: $e = r - y$.</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>A function with biometric parameters as arguments and PK parameters as values.</td>
<td></td>
</tr>
<tr>
<td>$i, j, k$</td>
<td>Generic vector or matrix indexing numbers.</td>
<td></td>
</tr>
<tr>
<td>$k_{e0}$</td>
<td>PD parameter, corresponding to a pole at $-k_{e0}$.</td>
<td>1/[time]</td>
</tr>
<tr>
<td>$k_{ij}$</td>
<td>Equilibration rate constant relating compartment $i$ to $j$.</td>
<td>1/[time]</td>
</tr>
<tr>
<td>$m_i$</td>
<td>Drug mass in compartment $i$.</td>
<td>[mass]</td>
</tr>
<tr>
<td>$m$</td>
<td>Vector of drug masses for compartmental model.</td>
<td>[mass]</td>
</tr>
<tr>
<td>$n$</td>
<td>Measurement noise.</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>Generic dimension, e.g. number of states or vector length.</td>
<td></td>
</tr>
<tr>
<td>$p_i$</td>
<td>System pole at $-p_i$.</td>
<td>1/[time]</td>
</tr>
<tr>
<td>$r$</td>
<td>Setpoint for $y$.</td>
<td>$(0,1)$</td>
</tr>
<tr>
<td>$s$</td>
<td>The Laplace variable.</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{ind}}$</td>
<td>Induction duration.</td>
<td>$s$</td>
</tr>
<tr>
<td>$t$</td>
<td>Time variable.</td>
<td>[time]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit or range</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>---------------</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Drug infusion rate into compartment $i$.</td>
<td>[mass]/[time]</td>
</tr>
<tr>
<td>$u_r^0$</td>
<td>Nominal value of $u_r$.</td>
<td>[mass]/[time]</td>
</tr>
<tr>
<td>$u_r^{\text{max}}$</td>
<td>Upper bound of $u_r$.</td>
<td>[mass]/[time]</td>
</tr>
<tr>
<td>$u_r^{\text{min}}$</td>
<td>Lower bound of $u_r$.</td>
<td>[mass]/[time]</td>
</tr>
<tr>
<td>$u_r$</td>
<td>Remifentanil infusion rate.</td>
<td>[mass]/[time]</td>
</tr>
<tr>
<td>$u$</td>
<td>Drug infusion rate.</td>
<td>[mass]/[time]</td>
</tr>
<tr>
<td>$v_i$</td>
<td>Volume of compartment $i$.</td>
<td>[volume]</td>
</tr>
<tr>
<td>$v_o$</td>
<td>Value of $v$ at operating point.</td>
<td></td>
</tr>
<tr>
<td>$v_p$</td>
<td>Normalized propofol $C_e$.</td>
<td></td>
</tr>
<tr>
<td>$v_r$</td>
<td>Normalized remifentanil $C_e$, with respect to DOH.</td>
<td></td>
</tr>
<tr>
<td>$v_{50}$</td>
<td>$C_{e,50}$ of virtual drug modeled as $v_p + v_r$.</td>
<td></td>
</tr>
<tr>
<td>$v$</td>
<td>Normalized effect site concentration: $v = C_e/C_{e,50}$.</td>
<td></td>
</tr>
<tr>
<td>$w_l$</td>
<td>Weight used to blend $y_l$ and $y_r$ into $y$.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$w_r$</td>
<td>Weight used to blend $y_l$ and $y_r$ into $y$.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Drug concentration in compartment $i$.</td>
<td>[mass]/[volume]</td>
</tr>
<tr>
<td>$x$</td>
<td>Vector of drug concentrations for compartmental model.</td>
<td>[mass]/[volume]</td>
</tr>
<tr>
<td>$y_f$</td>
<td>DOA soft sensor output.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$y_k$</td>
<td>Sample number $k$ in $Y$.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$y_l$</td>
<td>Left hemisphere $y$-value.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$y_r$</td>
<td>Right hemisphere $y$-value.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$y_{\text{min}}$</td>
<td>Threshold at which the controller integrator is activated.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$y_{\text{raw}}$</td>
<td>Untrended measured effect $y$ from the NeuroSense monitor.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>$y$</td>
<td>Measured clinical effect $E$.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>SQI$_{\text{alt}}$</td>
<td>Currently un-selected SQI signal.</td>
<td></td>
</tr>
<tr>
<td>SQI$_{\text{curr}}$</td>
<td>Currently selected SQI signal.</td>
<td></td>
</tr>
</tbody>
</table>
### Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit or range</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQI</td>
<td>Signal quality index.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>SQIₐ</td>
<td>SQI of ( yₐ ).</td>
<td>(0,1)</td>
</tr>
<tr>
<td>SQIᵦ</td>
<td>SQI of ( yᵦ ).</td>
<td>(0,1)</td>
</tr>
<tr>
<td>SR</td>
<td>Suppression ratio.</td>
<td>(0,1)</td>
</tr>
<tr>
<td>SRₐ</td>
<td>SR of ( yₐ ).</td>
<td>(0,1)</td>
</tr>
<tr>
<td>SRᵦ</td>
<td>SR of ( yᵦ ).</td>
<td>(0,1)</td>
</tr>
</tbody>
</table>
# Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAV\textsubscript{CNS}</td>
<td>Wavelet-based anesthesia value for central nervous system.</td>
</tr>
<tr>
<td>AEP</td>
<td>Auditory evoked potential.</td>
</tr>
<tr>
<td>ASA</td>
<td>American Society of Anesthesiologists [physical status].</td>
</tr>
<tr>
<td>BIS</td>
<td>Bispectral index.</td>
</tr>
<tr>
<td>DOA</td>
<td>Depth of analgesia.</td>
</tr>
<tr>
<td>DOH</td>
<td>Depth of hypnosis.</td>
</tr>
<tr>
<td>EEG</td>
<td>Electroencephalogram.</td>
</tr>
<tr>
<td>EMG</td>
<td>Electromyogram or electromyograph.</td>
</tr>
<tr>
<td>ER</td>
<td>Emergence phase rise time.</td>
</tr>
<tr>
<td>FDA</td>
<td>The United States Food and Drug Administration.</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite impulse response [filter].</td>
</tr>
<tr>
<td>FOTD</td>
<td>First-order time delay [system].</td>
</tr>
<tr>
<td>GS</td>
<td>Global score.</td>
</tr>
<tr>
<td>IAE</td>
<td>Integrated absolute error.</td>
</tr>
<tr>
<td>ID</td>
<td>Induction duration.</td>
</tr>
<tr>
<td>IE</td>
<td>Integrated error.</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear time invariant [system].</td>
</tr>
<tr>
<td>MAP</td>
<td>Mean arterial pressure.</td>
</tr>
<tr>
<td>MDAPE</td>
<td>Median absolute performance error.</td>
</tr>
<tr>
<td>MDPE</td>
<td>Median performance error.</td>
</tr>
<tr>
<td>OS</td>
<td>Overshoot.</td>
</tr>
<tr>
<td>PD</td>
<td>Pharmacodynamic [model].</td>
</tr>
<tr>
<td>PE</td>
<td>Performance error.</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional and integrating [controller].</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional, integral and derivative [controller].</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>PK</td>
<td>Pharmacokinetic [model].</td>
</tr>
<tr>
<td>PKPD</td>
<td>Combined pharmacokinetic and pharmacodynamic [model].</td>
</tr>
<tr>
<td>SE</td>
<td>State entropy.</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single input, multiple output [system].</td>
</tr>
<tr>
<td>SOTD</td>
<td>Second-order time delay [system].</td>
</tr>
<tr>
<td>SQI</td>
<td>Signal quality index.</td>
</tr>
<tr>
<td>SR</td>
<td>Supression ratio.</td>
</tr>
<tr>
<td>SSI</td>
<td>Surgical stress index.</td>
</tr>
<tr>
<td>TCI</td>
<td>Target controlled infusion [drug delivery system].</td>
</tr>
<tr>
<td>TIVA</td>
<td>Total intravenous anesthesia.</td>
</tr>
<tr>
<td>UPS</td>
<td>Uninterruptible power supply.</td>
</tr>
<tr>
<td>VI</td>
<td>Variability index.</td>
</tr>
</tbody>
</table>
A

Patient Parameters

Parameters of 41 identified models, relating the infusion rate of propofol $u$ (µg/kg/min) to measured clinical effect $E \in (E_0, 1)$ in children, are enlisted in Table A.1. Note that no clinical monitor model is included. The models are characterized by delay $L$ (s), lag $T$ (s) and gain $K$ (1/(µg/kg/min)). The parameter of the output nonlinearity (1.17) has the value $\gamma = 1$ for all models, which is why it is not listed in the table. The identified parameters are the result of a fully automated schema proposed in Section 3.3. Although conceptually feasible, the results of the scheme will require further investigation before being incorporated in the tuning procedure of a closed-loop controlled system for clinical evaluation.
Table A.1 Identified patient model parameters for propofol: gain $K$ ($1/(\mu g/kg/min)$), time constant $T$ (s) and delay $L$ (s).

<table>
<thead>
<tr>
<th>$10^3 \cdot K$</th>
<th>$T$</th>
<th>$L$</th>
<th>$10^3 \cdot K$</th>
<th>$T$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>11</td>
<td>51</td>
<td>1.4</td>
<td>96</td>
<td>93</td>
</tr>
<tr>
<td>0.5</td>
<td>11</td>
<td>84</td>
<td>1.4</td>
<td>148</td>
<td>90</td>
</tr>
<tr>
<td>0.8</td>
<td>121</td>
<td>41</td>
<td>1.4</td>
<td>91</td>
<td>56</td>
</tr>
<tr>
<td>0.9</td>
<td>178</td>
<td>45</td>
<td>1.4</td>
<td>139</td>
<td>55</td>
</tr>
<tr>
<td>0.9</td>
<td>142</td>
<td>58</td>
<td>1.5</td>
<td>160</td>
<td>37</td>
</tr>
<tr>
<td>1.0</td>
<td>82</td>
<td>41</td>
<td>1.5</td>
<td>165</td>
<td>71</td>
</tr>
<tr>
<td>1.0</td>
<td>174</td>
<td>49</td>
<td>1.5</td>
<td>241</td>
<td>132</td>
</tr>
<tr>
<td>1.0</td>
<td>158</td>
<td>69</td>
<td>1.6</td>
<td>128</td>
<td>57</td>
</tr>
<tr>
<td>1.0</td>
<td>86</td>
<td>61</td>
<td>1.6</td>
<td>15</td>
<td>147</td>
</tr>
<tr>
<td>1.0</td>
<td>184</td>
<td>116</td>
<td>1.6</td>
<td>129</td>
<td>72</td>
</tr>
<tr>
<td>1.1</td>
<td>125</td>
<td>42</td>
<td>1.6</td>
<td>112</td>
<td>107</td>
</tr>
<tr>
<td>1.1</td>
<td>178</td>
<td>121</td>
<td>1.7</td>
<td>185</td>
<td>82</td>
</tr>
<tr>
<td>1.1</td>
<td>229</td>
<td>89</td>
<td>1.7</td>
<td>143</td>
<td>91</td>
</tr>
<tr>
<td>1.1</td>
<td>181</td>
<td>149</td>
<td>1.8</td>
<td>124</td>
<td>124</td>
</tr>
<tr>
<td>1.2</td>
<td>171</td>
<td>42</td>
<td>1.9</td>
<td>79</td>
<td>224</td>
</tr>
<tr>
<td>1.2</td>
<td>138</td>
<td>40</td>
<td>1.9</td>
<td>176</td>
<td>165</td>
</tr>
<tr>
<td>1.2</td>
<td>152</td>
<td>81</td>
<td>2.0</td>
<td>160</td>
<td>138</td>
</tr>
<tr>
<td>1.2</td>
<td>164</td>
<td>73</td>
<td>2.0</td>
<td>126</td>
<td>101</td>
</tr>
<tr>
<td>1.3</td>
<td>18</td>
<td>9</td>
<td>2.3</td>
<td>169</td>
<td>145</td>
</tr>
<tr>
<td>1.3</td>
<td>131</td>
<td>79</td>
<td>2.5</td>
<td>94</td>
<td>161</td>
</tr>
<tr>
<td>1.4</td>
<td>140</td>
<td>53</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Clinical Studies

B.1 NeuroSense Data Ethics

The closed-loop controlled iControl study, presented in Appendix B.2 below, was preceded by the collection of open-loop data from 30 children undergoing elective surgery. The use of this data for modeling was granted by the University of British Columbia Children’s and Women’s Research Ethics Board (H11-02952, NeuroSense Data Ethics). Propofol and remifentanil was manually administered as initial boluses followed by continuous infusions. Dose adjustments were guided by the NeuroSense monitor. The initial propofol bolus and subsequent infusion rate were manually recorded and synchronized with the recorded log from the NeuroSense monitor. Out of the 30 collected data sets, 16 showed strong responses to stimulation, or other responses not explained by the intended model structure, early during the induction phase of anesthesia. Consequently, these data set were discarded and the remaining 14 data sets were kept for identification purposes, covering an age span of 6–16 years and a weight span of 22–71 kg.

B.2 iControl Testing

This section presents clinical and technical data related to the closed-loop study referred to as iControl. The study was approved by the University of British Columbia Children’s and Women’s Research Ethics Board (H10-01174, iControl Testing), which authorized a total of 125 cases.

Study Population

The study was conducted at the British Columbia Children’s Hospital (BCCH), Vancouver, Canada. Out of 115 candidates, 108 subjects conformed with the inclusion criteria given below, and were hence enrolled for the study between 2011-08-02 and 2012-09-06. These subjects were children covering an
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age span of 6–17 years and a weight span of 19–75 kg. Their American Society of Anesthesiologists (ASA) physical status was either I (a normal healthy patient) or II (a patient with mild systemic disease). All enrolled subjects were within the 5–95 percentile of weigh-for-age. Exclusion criteria included any contradiction to the administration of lidocaine, propofol or remifentanil and any chronic opioid analgesic or sedative drug therapy. Further exclusion criteria were suspected EEG abnormality, anticipated difficult airway, significant or uncontrolled reflux, delayed gastric emptying or requirements for endotracheal intubation.

Six of the 108 enrolled subjects were excluded from the study. Two of these were not subject to closed-loop controlled anesthesia due to insufficient measurement signal quality upon mounting of the NeuroSense electrodes. In one case it was not possible to gain intravenous access and a volatile anesthetic was consequently used for induction of anesthesia. One case was removed due to a practical issue with the infusion pump. In two cases signal quality from the monitor deteriorated and the system was switched to TCI mode by the anesthesiologist. Consequently, the study comprises 102 closed-loop controlled cases.

Clinical Protocol

Informed and written parental or guardian consent was obtained for all cases and patient assent for all subjects who were 7 years of age or older. Upon arrival in the operating room, biometric patient parameters (age, gender, body height, body mass) were entered into the iControl system by touch screen interface. The forehead of the patient was cleaned with an alcohol scrub upon which the NeuroSense sensor was applied. Signal quality was deemed adequate if the monitor displayed a sensor impedance of less than $10\,\Omega$. Apart from the NeuroSense, standard patient monitoring devices including electrocardiogram, non-invasive blood pressure measurement and pulse oximeter were applied and their output logged by the iControl system, explained below. An intravenous cannula was inserted, secured with tape and flushed with 0.5 mg/kg$^1$ lidocaine$^2$.

Remifentanil, with a concentration of 10 $\mu$g/ml (except one case where 5 $\mu$g/ml was used), was administered manually as an initial 0.5 $\mu$g/kg bolus at 200 ml/h, followed by a steady rate infusion at 0.03 $\mu$g/kg/min. A Graseby 3400 Anesthesia pump (Smiths Medical, Ashford, UK), not electronically connected to the iControl system, was used for remifentanil delivery.

Closed-loop administration of propofol using the iControl system was initiated, by press of a touch screen button. The upper and/or lower endoscopic

---

$^1$ In this context mg/kg refers to mg of drug per kg of patient.

$^2$ Lidocaine: a local anesthetic. Flushing the intravenous cannula with lidocaine helps in alleviating the pain associated with propofol infusion in aware patients.
investigation was initiated upon permission from the anesthesiologist.

The initial 25 cases were performed by anesthesiologist Dr. J. M. Ansermino, who is one of the principal investigators of the study and co-author of related publications [Soltész et al., 2012b], [van Heusden et al., 2013a], [West et al., 2013] and [van Heusden et al., 2013b]. Subsequent cases were performed by eleven different pediatric anesthesiologists. They received no formal training for the system, but most had experience of the interface from a previous usability study.

Throughout the cases, the anesthesiologist had the possibility to administer propofol boluses, change the setpoint or switch the system to either TCI or manual mode, by means of the touch screen interface. All such events were entered into the iContol log. The interface was additionally used to enter timed events into the log. Such events included loss of eyelash reflex, insertion of mouth gag and endoscope, patient movement and episodes of apnea. Technical complications resulting in the exclusion of cases as mentioned above, were also entered into the log by means of this mechanism.

Apart from the anesthesiologist, a research assistant was present during each case, ensuring that the protocol was followed and that all events mentioned above were adequately logged and documented.

The iControl System

The iControl system is a closed-loop controlled TIVA system. DOH is measured using the NeuroSense NS-701 Monitoring System (NeuroWave Systems Inc., Cleveland Heights, USA). Propofol is delivered using an Alaris TIVA pump (CareFusion, San Diego, USA). Apart from the clinical monitor and infusion pump, the system comprises a touch screen interface unit, a unit which runs the closed-loop controller software and an uninterruptible power supply (UPS)\(^3\).

Apart from the PID controller and filter algorithms the system integrates safety features such as infusion rate bounds and automatic fall-back to TCI mode in case of inadequate signal quality. The anesthesiologist is notified by means of audible and visible alarms.

The touch screen display plots current and past measurements, infusion rates as well as estimated plasma \((C_p)\) or effect site \((C_e)\) drug concentrations. Case log and safety messages are displayed and buttons, enabling the user to perform the actions presented in the previous section, are part of the interface.

The system has undergone rigorous safety testing, risk analysis and a usability evaluation. It is authorized for investigational testing (class III) by Health Canada (application number: 168968).

\(^3\)UPS: an uninterruptible power supply provides emergency power when the input power source, typically mains power, fails.
Appendix B. Clinical Studies

Controller Versions

A parallel form PID controller with \( h = 5 \) s sampling period was used throughout the study. All parameters in this section are given in continuous time. Zero-order hold sampling was used to obtain the values implemented in the actual controller, unless where otherwise stated.

The controller tuning used for the 23 first cases included in the study, based on the 14 available models mentioned in Appendix B.1, was \( K = 5.4m \) ml/h, \( T_i = 225 \) s and \( T_d = 33 \) s. The input to the controller is the monitor output \( y \in (E_0, E_{\infty}) \), explained in Section 1.3. The output of the controller is the infusion rate \( u \) in ml/h of a 10 ml/mg propofol solution. The gain of the controller is scaled by the patient mass \( m \), measured in kg. The reference was filtered using a first-order low-pass filter with a time constant of 25 s. The measurement signal was filtered using a second-order filter with corresponding continuous time poles at \( -1/T \), where \( T = 15 \) s. There was no path from the reference to the derivative term and integrator anti-windup was established by means of conditional integration, halting when the actuator was saturated. This controller tuning is referred to as version 1.

The derivative term was filtered using a backward difference\(^4\) (with sampling period \( h = 5 \) s) discretization of the low-pass filter \( 1/(1+sT+(sT)^2/2) \), where \( T = 15 \) s, corresponding to a relative damping of \( 1/\sqrt{2} \). During included cases 1–10, an initial bolus was obtained by initializing the derivative term low-pass filter state to yield an initial output of 10.8ml/h. This tuning is referred to as version 1a. For included cases 11–23, this was changed to correspond to an initial output of 16.2ml/h, and the corresponding tuning is referred to as version 1b.

Out of the 23 initial cases, data sets from 14 were adequate for model identification. Based on these and the 14 models mentioned in Appendix B.1, i.e. a total of 28 models, the controller was re-tuned prior to case 24. The new controller parameters, referred to as version 2, were \( K = 6.6m \) ml/h, \( T_i = 180 \) s and \( T_d = 60 \) s. The initialization of the derivative term low-pass filter state to produce a bolus was replaced in favor of an initial 600 ml/h bolus with a duration of 15 s. The reference filter was changed to have a time constant of 180 s but with an initial state corresponding to an output of \( 9/20r \) at time \( 0^+ \), where \( r \) is the setpoint.

The version 2 cases are further divided into version 2a and version 2b. Version 2a covers included cases 24–26 and was disclosed above. In Version 2b, the reference filter was removed altogether. For included cases 28 and onward, the body mass \( m \) for patients who had turned 16 was replaced by the lean body mass [Hume, 1966].

\(^4\) The derivative filter is adopted from an implementation used in [Liu et al., 2007]. This explains why backward difference discretization is used here, whereas zero-order hold is used for all other discretizations within the controller.
In addition to the mentioned versions, minor adjustments were made during 8 cases as mentioned in [van Heusden et al., 2013a] and [West et al., 2013] in order to fine-tune the controller.

**B.3 iControl-RP**

The closed-loop control of DOA, see Chapter 3, is being evaluated in a clinical study, using the iControl-RP system, which is an extension of the iControl system of Appendix B.2 (“RP” is short for ”remifentanil – propofol”). The study has received Investigational Testing Authorization from Health Canada (Class IV, application number: 206188) and approval from the Fraser Health Research Ethics Board (Closed-Loop Control Of Anesthesia: Controlled Delivery Of Remifentanil And Propofol, FHREB File #: 2012-056). The approval is valid for 150 subjects, divided into two phases. Remifentanil is delivered by TCI during the initial 50 cases, upon which a closed-loop delivery scheme is to be evaluated. The first case was successfully conducted on February 22, 2013.

Results from the iControl-RP study are not presented in the thesis, as the study was not completed by the date of publication. However, the study is mentioned here for completeness and referred to in Chapter 3.
C

Prior Art

This appendix reviews prior art, divided by category into Table C.1 in Appendix C.1, listing reported clinical studies and Table C.2 in Appendix C.2, listing simulation work. Inclusion criteria, motivated by the context of the thesis, are the use of propofol as the main hypnotic drug if DOH was closed-loop controlled, the use of remifentanil as the main analgesic drug if DOA was closed-loop controlled and the use of an EEG monitor as the main source of measurement signal for the closed-loop controller. An attempt has been made to cover all research groups
1 which have reported work matching these criteria. In the interest of space, the survey has been limited to one publication per research group in each category.

Note that only groups considering EEG-guided closed-loop control using propofol or remifentanil are listed. Additionally, there exist several groups, including those of Morari (Switzerland) [Gentilini et al., 2001], Ejaz (USA) [Ejaz and Yang, 2004], Bhatt (India) [Bhatt, 2009] and Beck (USA) [Ralph et al., 2011], who have researched closed-loop controlled anesthesia using volatile drugs.

C.1 Clinical Studies

A survey of closed-loop controlled anesthesia studies (including one on animals), as outlined above, is provided in Table C.1. The table contains one horizontal section per publication. A reference to the publication is listed together with geographical location of the research group and the name of the group leader in the first column. The second column indicates which hypnotic or analgesic drugs were closed-loop controlled in the study and which EEG monitor or monitoring technique was used. The type of controller (and tuning, when reported) are given in column three. It is also indicated in the third

---

1 As research group constellations vary over time, Table C.1 in Appendix C.1 and Table C.2 in Appendix C.2 might not accurately represent the research scene at all past times.
column whether induction was performed manually\textsuperscript{2}, by TCI or in closed-loop and whether the controller was cascaded around an inner TCI loop or controlling drug infusion directly. The method by which control performance was evaluated is displayed in column four. The Varvel method refers to a set of measures introduced in [Varvel et al., 1992] and further discussed in Section 3.1. Patient demography, the number of patients receiving closed-loop controlled anesthesia, their ASA\textsuperscript{3} status, types of surgery are reported in column five. This last column also lists, when available, whether patients were breathing spontaneously or mechanically ventilated and, if not closed-loop controlled, how analgesia was provided.

Groups are listed in chronological order of their cited work. This work is not necessarily the most representative of each research group, but serves the purpose of providing one reference from which it is possible to trace other contributions.

\textsuperscript{2}Fixed, computer controlled induction profiles which are not based on PK models are referred to as manual in this context.

\textsuperscript{3}ASA is the American Society of Anesthesiology. They provide a patient physical classification by systemic disease from I (normal, healthy) to VI (brain-dead).
Table C.1  Examples of clinical studies in which propofol or remifentanil infusion was closed-loop controlled, guided by EEG measurements.

<table>
<thead>
<tr>
<th>Group, Nationality, Publication</th>
<th>Closed-loop drugs, Monitor</th>
<th>Controller (Tuning), Induction, TCI</th>
<th>Evaluation</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schüttler, Schwilden Germany, [Schwilden et al., 1989]</td>
<td>Propofol, Median EEG frequency</td>
<td>Model-based (Adaptive), Manual induction, No TCI cascade</td>
<td>Custom</td>
<td>Adults (11), ASA I-II. No surgery (volunteer study).</td>
</tr>
<tr>
<td>Roy, United States, [Huang et al., 1999]</td>
<td>Propofol AEP</td>
<td>Fuzzy (Neural), Manual induction, TCI cascade</td>
<td>Custom</td>
<td>Mongrel dogs (2). No surgery. Mechanical ventilation. Nitrous oxide was co-administered.</td>
</tr>
<tr>
<td>Kenny, United Kingdom, [Kenny and Mantzaridis, 1999]</td>
<td>Propofol, AEP</td>
<td>PI (Tuning not disclosed), Closed-loop induction, TCI cascade</td>
<td>Mean and std errors, Questionnaire</td>
<td>Adults (100), ASA I-II. Body surface surgery. Spontaneous breathing. Nitrous oxide was co-administered.</td>
</tr>
</tbody>
</table>
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### Table C.1  
Continued.

<table>
<thead>
<tr>
<th>Group, Nationality, Publication</th>
<th>Closed-loop drugs Monitor</th>
<th>Controller (Tuning), Induction, TCI</th>
<th>Evaluation</th>
<th>Comments</th>
</tr>
</thead>
</table>
| Absalom, United Kingdom, 
 [Absalom et al., 2002]          | Propofol, BIS             | PID (Tuning not disclosed), TCI induction, TCI cascade | Varvel     | Adults (10), ASA I-II. Hip or knee surgery. Spontaneous breathing. |
| Puri, India, 
| Fukuda, Japan, 
| Struys, Benelux, 
 [de Smet et al., 2008]         | Propofol, BIS             | Nonlinear (Model-based), Closed-loop induction, TCI cascade | Varvel, Emergence time | Adult women (20), ASA I-II. Ovum\(^5\) removal. Spontaneous breathing. |

\(^4\) Hernia: a bulge or protrusion of an organ through the structure or muscle that usually contains it.  
\(^5\) Ovum: The female reproductive cell.
<table>
<thead>
<tr>
<th>Group, Nationality, Publication</th>
<th>Closed-loop drugs Monitor</th>
<th>Controller (Tuning), Induction, TCI</th>
<th>Evaluation</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemmerling, Canada, [Hemmerling et al., 2010]</td>
<td>Propofol, BIS</td>
<td>PID-like (Tuning not disclosed), Manual induction, No TCI cascade</td>
<td>Varvel, Custom</td>
<td>Adults (20), ASA I-III. Various surgery. Mechanical ventilation.</td>
</tr>
<tr>
<td>Haddad, United States, [Haddad et al., 2011]</td>
<td>Propofol, BIS</td>
<td>Neuroadaptive (Online training), Closed-loop induction, No TCI cascade</td>
<td>Varvel, Custom</td>
<td>Adults (15), ASA status not disclosed. Type of surgery not disclosed. Spontaneous breathing or mechanical ventilation not disclosed</td>
</tr>
<tr>
<td>Liu, France, [Liu et al., 2012]</td>
<td>Propofol and remifentanil, M-entropy</td>
<td>PID (Tuning not disclosed), Closed-loop propofol and TCI remifentanil induction, TCI cascade</td>
<td>Varvel</td>
<td>Adults (30), ASA I-IV. Various surgery. Mechanical ventilation.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Group, Nationality, Publication</th>
<th>Closed-loop drugs Monitor</th>
<th>Controller (Tuning), Induction, TCI</th>
<th>Evaluation</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dumont, Canada, [West et al., 2013]</td>
<td>Propofol, NeuroSense</td>
<td>PID (Robust), Closed-loop induction, No TCI cascade</td>
<td>Varvel, Custom</td>
<td>Children (102), ASA I-II. Gastroscopy. Spontaneous breathing.</td>
</tr>
<tr>
<td>Grisales, Colombia, [Oquendo et al., 2013]</td>
<td>Propofol, BIS</td>
<td>PID-like (Tuning not disclosed), TCI induction, No TCI cascade</td>
<td>None</td>
<td>Woman (1) ASA I. prosthetic mammary implantation. Mechanical ventilation.</td>
</tr>
</tbody>
</table>
## C.2 Simulation Studies

A survey of simulated closed-loop controlled anesthesia studies is provided in Table C.2. The concept and format are identical to those of Table C.1 in Appendix C.1. However, the last column, Comments, of Table C.1 is omitted from Table C.2, as its content was specific to clinical evaluations.

<table>
<thead>
<tr>
<th>Group, Nationality, Publication</th>
<th>Closed-loop drugs, Monitor</th>
<th>Controller (Tuning), Induction, TCI</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linkens, Nunes, United Kingdom, [Mahfouf et al., 2005]</td>
<td>Propofol and remifentanil, AEP</td>
<td>PI and fuzzy (Custom), Manual induction, No TCI cascade</td>
<td>Custom</td>
</tr>
<tr>
<td>Ionescu, de Keyser, Belgium, [Ionescu et al., 2008]</td>
<td>Propofol, BIS</td>
<td>MPC (Custom), Closed-loop induction, No TCI cascade</td>
<td>Varvel, Custom</td>
</tr>
<tr>
<td>Wen, Australia, [Abdulla and Wen, 2012]</td>
<td>Propofol, No monitor model</td>
<td>Dead beat, Closed-loop induction, No TCI cascade</td>
<td>Custom</td>
</tr>
<tr>
<td>Mendonça, da Silva Portugal and Sweden, [da Silva et al., 2012]</td>
<td>Propofol and remifentanil, BIS</td>
<td>LQG, Closed-loop induction, No TCI cascade</td>
<td>Varvel, Custom</td>
</tr>
<tr>
<td>Brown USA, [Liberman et al., 2013]</td>
<td>Propofol, Custom</td>
<td>PI (IMC), Closed-loop induction, No TCI cascade</td>
<td>Custom</td>
</tr>
<tr>
<td>Wang China, [Fang et al., 2013]</td>
<td>Propofol and remifentanil, BIS</td>
<td>PID and MPC (IMC, not disclosed), Closed-loop induction, No TCI cascade</td>
<td>None</td>
</tr>
</tbody>
</table>