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Abstract

This master thesis has been done as a joint project between the Department of Automatic Control in Lund and Volvo Technological Development in Gothenburg. The thesis treats methods to handle nonlinearities in a throttle unit. The approach has been to first design a linear controller based on the results from system identification, and then to develop an adaptive updating law estimating uncertain parameters of the throttle. The implementation has been done on a PC using Matlab.

The underlaying robust linear controller design was done with two different approaches. A first attempt was pole placement on polynomial form, i.e. an RST-controller. This controller was not easy to tune, and the design of a well behaved closed loop system failed. A second attempt was made using the method of optimal control on state space form. The use of weight functions in the design made it easier to tune the controller. The closed-loop performance of the derived linear controller meets all specifications except the rise time for small steps.

For the adaptive update law three methods were tested based on gradient theory, stability theory and a state observer. The task has been to estimate the characteristics of the main nonlinearity of the throttle, the dead-zone. The first two methods can not estimate all of the required parameters, so they were rejected. By introducing a disturbance driven by white noise as an extra state in the state observer it is possible to estimate all the needed parameters. The closed loop performance through the dead-zone is very fast and meets almost every demand in the specification. The control law fails to meet the specified rise time for small steps and the overshoot is sometimes too large. There are also some oscillations under certain circumstances when controlling close to the dead-zone.

Key words
Summary

This master thesis has been done as a joint project between the Department of Automatic Control in Lund and Volvo Technological Development in Gothenburg. The thesis treats methods to handle nonlinearities in a throttle unit. The approach has been to first design a linear controller based on the results from system identification, and then to develop an adaptive updating law estimating uncertain parameters of the throttle. The implementation has been done on a PC using Matlab.

The underlaying robust linear controller design was done with two different approaches. A first attempt was pole placement on polynomial form, i.e. an RST-controller. This controller was not easy to tune, and the design of a well behaved closed loop system failed. A second attempt was made using the method of optimal control on state space form. The use of weight functions in the design made it easier to tune the controller. The closed-loop performance of the derived controller meets all specifications except the rise time for small steps.

For the adaptive update law three methods were tested based on gradient theory, stability theory and a state observer. The task has been to estimate the characteristics of the main nonlinearity of the throttle, the dead-zone. The first two methods can not estimate all of the required parameters, so they were rejected. By introducing a disturbance driven by white noise as an extra state in the state observer it is possible to estimate all the needed parameters. The closed loop performance through the dead-zone is very fast and meets almost every demand in the specification. The control law fails to meet the specified rise time for small steps and the overshoot is sometimes too large. There are also some oscillations under certain circumstances when controlling close to the dead-zone.
Table of contents

1 PREFACE .......................................................................................................................................................... 5

2 INTRODUCTION .................................................................................................................................................. 6
  2.1 BACKGROUND .............................................................................................................................................. 6
  2.2 PROBLEM DESCRIPTION .............................................................................................................................. 6
  2.3 GOAL ............................................................................................................................................................ 7
  2.4 LIMITATIONS ............................................................................................................................................. 7
  2.5 CONTRIBUTIONS .......................................................................................................................................... 8

3 HARDWARE ........................................................................................................................................................ 9
  3.1 THE THROTTLE ........................................................................................................................................... 9
  3.2 THE EXPERIMENT EQUIPMENT .................................................................................................................. 10

4 SYSTEM IDENTIFICATION .................................................................................................................................. 12
  4.1 ABOUT SYSTEM IDENTIFICATION ............................................................................................................. 12
  4.2 PHYSICAL MODELING ................................................................................................................................... 12
  4.3 EXPERIMENTS .............................................................................................................................................. 14
  4.4 DEAD-ZONE .................................................................................................................................................. 15
  4.5 FRICTION ...................................................................................................................................................... 15
  4.6 TRANSIENT RESPONSE ANALYSIS ............................................................................................................. 16
  4.7 FREQUENCY RESPONSE ANALYSIS ........................................................................................................ 18
  4.8 PARAMETRIC MODEL .................................................................................................................................. 19
  4.9 VALIDATION .................................................................................................................................................. 22

5 START-UP EXPERIMENTS .................................................................................................................................. 25
  5.1 INTRODUCTION ........................................................................................................................................... 25
  5.2 CALIBRATION ................................................................................................................................................. 25
  5.3 CONTROL SIGNAL RAMPING ......................................................................................................................... 25
  5.4 STEP RESPONSES IN OPEN-LOOP ................................................................................................................ 25
  5.5 STEP RESPONSES IN CLOSED-LOOP ............................................................................................................ 27
  5.6 PERFORMANCE AND RESULTS .................................................................................................................. 28

6 LINEAR CONTROLLER DESIGN .................................................................................................................................. 30
  6.1 CONTROLLER DESIGN ................................................................................................................................. 30
  6.2 A POLYNOMIAL APPROACH ......................................................................................................................... 30
  6.3 STATE-SPACE APPROACH .......................................................................................................................... 34
  6.4 THE NOISE .................................................................................................................................................... 38
  6.5 RST VS LQG .................................................................................................................................................. 38

7 NONLINEARITIES .................................................................................................................................................. 39
  7.1 ABOUT NONLINEARITIES ........................................................................................................................... 39
  7.2 DEAD-ZONE .................................................................................................................................................. 39
  7.3 FRICTION ...................................................................................................................................................... 40
  7.4 COMPENSATION ERRORS .......................................................................................................................... 41

8 DESCRIBING FUNCTION ANALYSIS .................................................................................................................................. 42
  8.1 ABOUT DESCRIBING FUNCTIONS .............................................................................................................. 42
  8.2 THEORY ......................................................................................................................................................... 42
  8.3 HARD DEAD-ZONE COMPENSATION WITH OFFSET ................................................................................... 44
1 Preface

This master thesis has been performed at the Department of Automatic Control, Lund Institute of Technology and Volvo Technical Development in Gothenburg. Supervisors for the thesis have been Ph.D. Mats Andersson at Volvo and at LTH, Professor Bo Bernhardsson, who also is our examiner.

We would like to thank the following persons. Without their commitment this thesis would not have been possible to fulfil.

Our supervisor Professor Bo Bernhardsson and the two co-supervisors Ph.D. students Anton Cervin and Magnus Gäfvert for support and hints during the project. They have also read our report and given us very good feedback. We would also like to thank Mats Andersson at Volvo for providing us with an interesting real world control problem.

All personnel, staff and Ph.D. students at the Department have been a great support. If someone deserves some extra attention it is Anders Robertson. He has helped us both in good and hard times and shared with us some of his knowledge in the field of both control theory and practical aspects.

Our good friends Pär and Henrik have helped us boost morale during hard times of the project. Last but not least we would thank Pernilla and Sofie, our girlfriends, for their understanding and support during hard times of the project.
2 Introduction

2.1 Background
In the Volvo car engine, mounted on for example Volvo S80, the accelerator pedal is not directly connected to the throttle as in elder car models. This means that when the driver wants to make a change in speed (s)he moves the accelerator, called Accelerator Pedal Module (APM) and the new position is sent as a signal over the Controller Area Network (CAN) to the Engine Control Module (ECM). The module will then calculate the new airflow, fuel flow and different exhaust gas parameters needed in the engine according to the new accelerator position. After the airflow calculation is done it is transformed into an angular position, which is then sent over the CAN bus to the Electronic Throttle Module (ETM). The ETM is in this report called simply, the throttle. The throttle plate moves to the new position corresponding to the angular reference value. The actual throttle angle is sent back through CAN to the ECM, which compares it with the set-point. If the set-point and actual position of the throttle differ, a new calculation is done. The control loops are parts of the Engine Management System (EMS) and are supervised by this system.

The ETM and the ECM are produced by different manufacturers which both sell their products to Volvo. The products are then assembled into a complete engine control system. Volvo designs a product specification and the manufacturers are then responsible for the implementation of the design.

![Diagram of airflow control system](image)

Figure 1. Schematic view of the airflow control system. The Accelerator Pedal Module sends a velocity reference to the Engine Control Module, which transforms the reference to a plate position and sends it to the Electronic Throttle Module. The inner control loop then moves the plate accordingly. The outer control loop is also used for safety and monitoring of the throttle.

2.2 Problem Description
This report focuses on the control of the plate position in the throttle. In the construction stage some nonlinearities were built into the throttle. The most significant nonlinearity is a dead-zone. It has its origin in a security position of the throttle called the “limp home” position. This is the position that the throttle will reach if the electric power to it, for some reason, would be cut. The dead-zone width differs between throttle units due to the manufacturing process. There are other nonlinearities e.g. Coulomb friction and nonlinearities related to tear and wear. The vendor of the throttle, Magneti Marelli, has approached the control problem with a linear cascade controller. This control method works well, except close to the dead-zone. In an earlier master thesis, [1], an attempt to make a better linear controller based on QFT design was made. The resulting controller is good at operating points strictly above the dead-zone. No attempt was made in [1] to move through the dead-zone.
To achieve acceptable control responses the manufacturer of the S80, Volvo Car Corporation, has made a list of requirements that have to be met. In the specifications, Volvo choose to denote the plate angle in %angle, where 0 %angle corresponds to a closed throttle and 100 %angle to a fully open. The requirements are as follows,

- The steady state error should be less than 0.10 %angle.
- Maximum time before steady state is reached, \( T_s \), should not be more than 0.2 s.
- 5 % overshoot (\( M \)) of the step response is allowed.
- 10 % of the step response should be reached within 20 ms, \( T_{delay} \).
- The step time \( T_{step} \), 10 % to 90% should not be greater than,
  - 20 ms, when the angular change is less than 3 %angle.
  - 40 ms, in the range of 3 %angle to 10 %angle change.
  - 60 ms, if the change is larger than 10 %angle.

These criteria can be represented as in the following figure, all according to [1].

![Figure 2. The performance specifications for the throttle. \( T_{step} \) is the rise time, \( T_{delay} \) is the time delay, \( T_s \) is the time to steady state and \( M \) is the overshoot. 0.1%angle in steady state corresponds to 0.09°. The 20 ms step time requirement shows to be close to impossible to meet while the 40 ms condition is easier to fulfil.](image)

### 2.3 Goal

In this master thesis different approaches to deal with the nonlinearities will be discussed. The primary aim is to find a robust control law that is better than the one used today. The controller should also be able to take care of most of the uncertainties in the nonlinearities e.g. compensate for the spring torques. Outside the dead-zone, two linear controllers will be used, one above the dead-zone and another one below.

### 2.4 Limitations

In a Volvo S80 the communication between sub systems is performed over a CAN-bus. In this thesis work, the loop will be closed outside the throttle. For this purpose a new interface needed to be developed in hardware and software.
Since only one complete rebuilt throttle was available it was impossible to do any tests of the robustness due to manufacturing process variations. All experiments have been done indoors at room temperature. In reality the engine temperature, and the throttle temperature, can vary between -40 °C and 120 °C. The performance of the throttle under these temperature variations has not been simulated, tested or validated. Throughout this work it is assumed that a good estimation of the throttle transfer function is known.

2.5 Contributions
This master thesis will improve the throttle closed loop performance, trying to meet all VTD demands. In an earlier Master thesis a robust controller was developed. This controller was only valid in an area around the linearized point. Outside this area there were problems with instability.

First a robust linear controller will be designed taking care of the problems outside the dead-zone area. The aim is to design two controllers, which can be used in the whole area above respectively below the dead-zone respectively. Then an adaptive update law and a compensator will be developed taking care of the nonlinearities close to and inside the dead-zone. The same demands are used for the controllers when the throttle plate moves through the dead-zone as when controlling it outside the dead-zone.

It will be hard to make any comparisons of results between this master thesis and the former work done at Volvo, the previous master thesis and at Magneti Marelli. The reason is that the process dynamics are not the same, the electrical parts differ. When implemented, the QFT-controller from the previous master thesis became unstable and can therefore not be evaluated. The performance and structure of the implemented controller in the throttle mounted on an S80 is not known at all, due to secrecy issues at Volvo. The evaluation of the control law of this thesis will be done by comparison with the performance specifications on the closed loop system received from Volvo and using plots from the previous master thesis.
3 Hardware

3.1 The Throttle
The throttle is a component of the Engine Management System and has been developed by the Italian corporation, Magneti Marelli, according to specifications from Volvo. When the driver wants to change speed or gear, changes in the airflow to the engine are needed. The throttle module provides the engine with the new airflow as described in the introduction chapter.

An overview of the throttle is seen in Figure 3 below. The controllable plate is mounted in the middle of the air outlet. A movement of the plate results in a change of the airflow through the throttle. The control of the plate position is performed using a DC motor and a potentiometer, which are situated on the left side of the throttle in the picture. Located to the right is a spring package consisting of two torsion springs and a second potentiometer. The motor torque will rotate the plate, and the spring package acts as a counter torque. The two potentiometers are used to measure the plate axis position. One as a primary output for measurements and the second for safety reasons.

A microprocessor is placed under the outlet together with necessary electric circuits for the communication between the throttle and the supervisor control system. The microprocessor is embedded and closes the local control loop. The motor is fed with a pulse-width modulated current at a frequency of 8 kHz from the microprocessor. Using this technique the motor input will be a mean voltage instead of a current.

During the work on this master thesis the microprocessor was removed from the throttle. Instead an external power supply was used, and the potentiometers were connected to an AD converter. The control signal to the motor was fed through a DA converter to an external pulse-width modulator connected to the throttle. The loop was then closed outside the throttle unit via the AD/DA converter.

![Figure 3. The inactive throttle unit. Notice that the throttle is not fully closed. The gap makes it possible to run the engine even if the throttle is offline for some reason. The plate position when the throttle is inactive is called the “limp home” position.](image-url)
As can be viewed in Figure 3 above, the plate is not fully closed when the throttle is inactive. This is called the limp home position. With this feature it is possible to drive the car at low speed even if the power supply is broken. The construction uses counter-directed springs in the spring package. To be able to move the plate, the motor torque first has to overcome the counteracting spring torque, and after this is done it is possible to control the plate position. This is the origin of the specified, but difficult to handle, dead-zone.

![Spring torque vs plate position](image)

**Figure 4.** Static characteristics of the spring package, according to [10]. The spring torque differs highly between the working areas above and below the dead-zone but also between throttle units. The lack of exact parameter values makes a static spring torque compensation difficult to implement.

### 3.2 The experiment equipment

All experiments were carried out on a PC, 450 MHz Pentium III, with Linux as operating system. To be able to control the motor on the throttle and to read measurement values the throttle was connected to an external power supply. The power supply can feed the system with 5 A maximum current during a short period of time before it is shut down due to safety measures. The computer was used as a Graphical User Interface (GUI) to the experiments. A 12 bit AD/DA converter was mounted on the computer for measurement input reading and output control signal setting.

The throttle system, including the power supply, was examined with an oscilloscope and some noise was found. The noise was mainly a sinusoid with a frequency of 1.67 MHz. Therefore a low pass filter at 1 MHz was connected to the AD converter. After the filtering of the input signal, much of the noise problems disappeared.

The process communication was built in the Matlab simulation environment, Simulink. Software to realise communication between a computer and a process has been developed at the Department of Automatic Control. In Figure 5, function blocks for handling the A/D and D/A conversion in Simulink are shown. The two blocks are connected with a feedback link to determine which block will be calculated first in the control loop. The blocks take a port number on the AD/DA card and a sample time as parameters.
Figure 5. The AD/DA converter blocks used in the Simulink model. This way of communicating with the process is extremely easy and done without any real-time programming.
4 System Identification

4.1 About system identification

When performing modeling and system identification, it is necessary to do it in a systematic manner. If the identified model is close to the real process, a linear controller can be designed quite easily. The performance of the closed-loop system can then be tested in simulations before it is implemented to avoid problems.

The system identification process can be divided into stages. First a physical model is derived from a theoretical point of view. A model structure has to be selected and experiments suggested that estimates the model. The next step is to carry out the experiments and perform data examination. The last step is the validation of the estimated model. The validation gives an estimate of the accuracy of the model. An accurate model can be used to design a controller. The identification process is iterative, this means that, if one of the steps gives a result that can not be used further, it is necessary to back up in the analysis scheme. The design procedure is in this aspect much like trial and error, see Figure 6 below.

![Algorithm for modeling and system identification](image)

Figure 6. Algorithm for modeling and system identification copied from [6]. Some iterations between the steps in the algorithm are often necessary for obtaining an accurate result. The algorithm is divided into three parts, physical modeling, experiments and validation.

In Matlab there is a toolbox called the System Identification toolbox. The toolbox gives the user access to a great number of identification functions. It is possible to use these functions and produce Matlab scripts to execute, but one can also do the main work in a program called Ident. This program has a graphical user interface based on a drag and drop feature and is therefore preferred to script coding.

4.2 Physical modeling

The physical modeling gives information on the model structure. The gathered information could be model order, dominating poles, static gain, delays and nonlinearities, among many others. The throttle with equipment can be decomposed into two parts. The first is the motor and the second is the spring package. The obtained model in this thesis is largely the same as in [1].

The motor is a two-pole brush-less DC motor. It is permanently magnetised and fed with a current from the power circuits. To smooth out current peaks and to reduce power consumption, a pulse width modulator is used. Therefore the input signal to the motor is a voltage reference to the modulator.
The resistance and the inductance in the anchor windings and the feeder is denoted \( R_a \) respectively \( L_a \). If the input voltage, \( u \), to the motor is varied, the output motor axis angle \( \phi \) will change and also the torque transferred to the spring package. It is assumed that the spring package consists of a total inertia, \( J \), including the motors own inertia. There is also a dynamic damping, \( D \), and a spring constant, \( K \). Exactly how the two springs interact is not known but should probably not be modelled according to [10].

Ohm’s law for the anchor circuit is then,

\[
  u(t) = R_a \cdot i(t) + L_a \frac{di(t)}{dt} + v(t) \tag{4.1}
\]

Or it can also be expressed in current after Laplace transforming,

\[
  I(s) = \frac{U(s) - V(s)}{R_a + sL_a} \tag{4.2}
\]

A counter-directed emf, \( v \), is induced when the motor anchor rotates in the magnetic field. Assume that the field current, \( i_f \), is constant. Then the air gap magnetising will be constant. The counter-directed field then depends only on motor axis velocity and can be expressed as follows:

\[
  v(t) = K_u \cdot \frac{d\phi(t)}{dt}, \tag{4.3}
\]

where \( K_u \) is the motor voltage constant and \( \phi \) is the position of the motor axis. After Laplace transforming the equation becomes,

\[
  V(s) = K_u \cdot s\phi(s) \tag{4.4}
\]

Since it is assumed that the magnetisation is constant, the anchor torque is proportional to the anchor current,

\[
  M_a(s) = K_m \cdot I(s) \tag{4.5}
\]
$K_m$ is the motor torque constant. If the energy transfer is approximately made without any losses, $K_u$ is equal to $K_m$. Introducing the mechanical torque equation acting on the spring package results in,

$$J \cdot \frac{d^2 \phi(t)}{dt^2} = M_d(t) - D \cdot \frac{d \phi(t)}{dt}$$  \hspace{1cm} (4.6)

Laplace transformation gives

$$(J \cdot s^2 + D \cdot s + K) \cdot \Phi(t) = M_d(t)$$  \hspace{1cm} (4.7)

By combining equations (4.2),(4.4),(4.5) and (4.7) the a block diagram for the throttle could look like in Figure 8.

![Block Diagram](image)

**Figure 8. The block scheme of the theoretical model, including motor and spring package.**

The transfer function from $U(s)$ to $\Phi(s)$ is then as follows.

$$\frac{\Phi(s)}{U(s)} = \frac{K_m}{(J \cdot s^2 + D \cdot s + K) \cdot (R_u + L_u \cdot s) + K_m \cdot K_u \cdot s}$$  \hspace{1cm} (4.8)

The obtained model is linear and only valid inside the linearised area. It has three poles and no zeros. Some nonlinearities are already known, e.g. a dead-zone caused by the limp home mode, static and dynamic friction both in the DC motor and in the spring package. Other nonlinearities could be found in the spring package, in the spring damping, $D$, and the spring constant, $K$, and some not perfect parts in the electrical devices. The properties of the system will also change with temperature.

None of these nonlinearities have been modelled yet, but they will turn up during the identification and will be compensated for when needed. Later in the thesis the dead-zone position and the spring torque will be estimated and used as a part of the controller structure.

### 4.3 Experiments

Physical modeling is often not enough to determine the process dynamics. More information can be found by performing experiments on the real process. First some fast and well-chosen tests should be carried out to get better information about the process and to plan the main identification experiments. The experiments performed were the following:

- Location of the dead-zone.
- Friction experiments and compensation. This to avoid effects of friction in further experiments.
- Examination of the process linearity properties.
- Plotting of an approximated transfer function.
- Determining the main time constants, the time delay and the process gain.
- Planning and executing of the main identification experiments to achieve a parametric model.

All identification experiments have been performed in open-loop. The sample time during the identification was chosen to 1 ms, the same speed as the control loop of the real process.

4.4 Dead-zone

The first thing that was examined was the width and position of the dead-zone. It is important to know the dead-zone characteristics so that no identification experiments are performed in this area. If the identification is carried out close to or inside the dead-zone the obtained information is useless.

The throttle plate was fully closed with a negative step, and a ramp was applied as command signal. After the throttle was fully open, the ramp changed direction and closed the throttle again. The total sweep time was 120 seconds, and a few different magnitudes of the slope on the ramp were tested. A typical measurement reading can be seen in Figure 9 below.

![Figure 9. To the left is a typical sweep of the throttle from closed to open and back again. To the right is a close-up around the dead-zone position. The gains of the system are different above and below the dead-zone, but it can also be seen that the gains are not constant within these areas. This implies the use of gain scheduling in the control law. The close up shows the complex behaviour of the dead-zone, which is impossible to fully model. The friction in the springs etc. creates a gap between the measurements of increasing and decreasing control signal.](image)

It can be seen in Figure 9 that the dead-zone spans from -1.10 V to 1.15 V on the way up and from 1.0 V to -1.65 V on the way down. The plot also shows that the dead-zone has a width in the angular direction. This shows as a little slope from the starting point at 17.2° to the ending point at 18.0°. The scans in upward and downward directions are separated and different on both sides of the dead-zone. This is due to the friction in the system, which is the next thing to be examined.

4.5 Friction

The friction can be divided in two components. The first is the static friction, which has to be overcome before the metal plate can be moved. Once it has started to move the static friction can be neglected. There is also a dynamic friction part depending on the velocity of the plate. To determine the friction, the system is fed with a triangular wave as reference signal. In the Figure 10 below, it
can easily be seen when the plate movement is started and stopped. The estimated friction contains both static and dynamic friction but the static contribution is the main part.

![Graphs showing plate position and control signal vs. time.](image)

*Figure 10. One measurement over the friction, above and close to, the dead-zone. The stick-slip motion due to friction is obvious. The friction will be a problem in laboratory experiments but has less importance in the real world due to the vibrations of the engine.*

During the experiments some conclusions were drawn. The friction below the dead-zone position is much larger than above. The required voltage to make the plate start moving is larger than the applied voltage when it stops. After performing many experiments with different slopes of the triangular wave the control signal needed to overcome the friction was determined, see Table 1

<table>
<thead>
<tr>
<th></th>
<th>Above dead-zone</th>
<th>Below dead-zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min voltage to move plate, i.e. static friction.</td>
<td>0.046 V</td>
<td>0.31 V</td>
</tr>
<tr>
<td>Max voltage to fasten plate i.e. kinetic friction.</td>
<td>0.034 V</td>
<td>0.22 V</td>
</tr>
</tbody>
</table>

*Table 1. Results from the friction experiments. There is an order of magnitude larger friction below the dead-zone than above.*

To avoid any friction problems during the remaining experiment the command signal to the DC motor has to be at least 0.31 V when below the dead-zone and 0.046 V if above. Another way to reduce effects of friction is to add a dithering signal during the experiments. By introduction of this feature the plate will always be in motion and the static friction will be negligible.

### 4.6 Transient response analysis

The analysis of transient responses is a simple but efficient test to determine the main properties of the system, i.e. the dominating time constant, the stationary gain and the time delay. The test can also indicate whether the process is non-minimum phase or not. By performing several steps it is possible to investigate if the process is linear. From the physical modeling it is known that the process has
three poles, one from the electrical parts and two from the spring package. The electrical pole is probably fast compared to the other two.

The first thing to investigate is the electrical time constant. It is not easy to obtain a good estimate since the time constant is so fast. The time constant can be found by blocking the throttle plate at a given angle so that it can not move from this position. A large control signal reference step is then sent through the pulse width modulator. The time it takes for the current in the motor to change its value is measured with an oscilloscope. The time is equal the electrical time constant and the time delay of the electrical parts. It could roughly be approximated as a time constant of 3 samples i.e. 3 ms or having a break-point at 333 rad/s.

The dominating time constants give a good estimation of a system’s break frequencies. It is for a first order system defined as the time it takes until 63% of the steady state value is reached. Another definition is the time it takes between 10% and 90% of the steady state value, which is used in this thesis. The definitions are taken from [5].

The response to a step in the control signal was investigated to determine the main time constant. The procedure was repeated to get more prior information about the system for the main identification. Three working points were chosen on each side of the dead-zone. One was close to, the second in the middle and the third far away from the dead-zone.

<table>
<thead>
<tr>
<th>Linearisation point</th>
<th>Main time constant</th>
<th>Static gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.9 V, 5°</td>
<td>79 ms</td>
<td>20.1</td>
</tr>
<tr>
<td>-1.8 V, 8°</td>
<td>78 ms</td>
<td>22.2</td>
</tr>
<tr>
<td>-1.55 V, 14°</td>
<td>75 ms</td>
<td>16.1</td>
</tr>
<tr>
<td>1.2 V, 30°</td>
<td>108 ms</td>
<td>141.2</td>
</tr>
<tr>
<td>1.4 V, 60°</td>
<td>103 ms</td>
<td>163.4</td>
</tr>
<tr>
<td>1.5 V, 80°</td>
<td>91 ms</td>
<td>151.1</td>
</tr>
</tbody>
</table>

Table 2. Step response results at different angles. Both the dominating time constants and the gain of the system changes with the angular position. This creates difficulties when controlling the throttle, i.e. it might be necessary to use gain scheduling.

As can be seen in Table 2, the process is nonlinear as was suggested in the physical modeling. There are big differences between the two regions, above and below the dead-zone. Inside the region there are minor differences which a robust and well-dimensioned controller, or perhaps controllers, can handle. From the step response the conclusion can be drawn that the system is minimum phase since the plate does not move initially in the wrong direction during a step response. The time delay is also very small, less than one sample and will be neglected. This delay can easily be added later to the model during the parametric estimation. The electrical discrete time pole can be found at 0.717 and the main pole at 0.987 respectively 0.989 in the complex plane. Due to the fast sampling, the poles will be situated close to the unit circle, see equation 4.9.

\[ \text{Discrete pole} = e^{(\text{continuous pole } h)} \]  
(4.9)

There will also be two zeros from sampling of a continuous-time model. According to [3] the extra zeros could be found as follow:
\[ z_d = z^2 + 4z + 1 \text{ when } h \rightarrow 0 \] (4.10)

From this equation the conclusion can be drawn that there could be zeros found outside the unit circle in the parametric model even if it is a continuous time minimum phase system. It will also later explain the high degree of the process model numerator.

### 4.7 Frequency response analysis

To get more information about the process dynamics a Bode diagram can be constructed. This is done point by point using a method called frequency response analysis, FRA, described in [2]. The method is very time demanding and is not easy to perform at very low and high frequencies. The FRA is based on sending sinusoidal inputs, \( u(t) = u_1 \sin \omega t \), with different frequencies to the system and using the obtained output to construct a Bode diagram. The algorithm multiplies the output with a sine and a cosine signal to reduce any disturbances. The estimated amplitude and phase of the process transfer function is then calculated from

\[
\begin{align*}
|\hat{G}(iw)| &= \frac{2}{Tu_1} \sqrt{s_f^2(w) + c_r^2(w)} \quad \text{arg}(\hat{G}(iw)) = \arctan \left( \frac{s_f}{c_r} \right) \\

s_f(w) &= \int_0^T y(t) \sin wt \, dt, \quad c_r(w) = \int_0^T y(t) \cos wt \, dt, \quad T = kh = \frac{2\pi k}{w}
\end{align*}
\] (4.11)

Here \( u_1 \) is the input amplitude and \( w \) is the input frequency. The constructed diagrams will later be used to validate the results of parametric modeling and model reduction. There were some problems during the FRA experiments that reduced the accuracy of the method. The responses to control signals with low frequencies were disturbed by friction. Instead of a sinusoidal the measurement signal resembled a square wave. This had a large impact on both the amplitude and frequency estimates. To compensate for friction a dithering signal was used. The dithering makes sure that the system never reaches stationarity. This was not a problem at low frequencies since the frequency of the dithering signal was rather high. Another problem became visible at high frequency control signals. Now the amplitude of the measurement signal was low due to the fast changing control signal. When the signal amplitude was in the same order of magnitude as the resolution of the AD/DA converter, the measurements naturally became useless. Taking these two problems into consideration, it is reasonable to think that the Bode diagram from the FRA is only accurate in the frequency interval of 5 to 700 rad/s.
Figure 11. The resulting Bode diagram from a frequency response analysis. The first plot is from above, static gain of 40 dB and break frequency 150 rad/s, and the second plot is from below the dead-zone, static gain of 25 dB and break frequency 110 rad/s.

From the plots, the static gain can be estimated to 23 dB below dead-zone and 40 dB above. The break frequencies of the open-loop system are approximately 110 rad/s in the lower area and 140 rad/s in the upper. The Bode diagram in Figure 11 can be later be compared with the ones obtained from the parametric models.

4.8 Parametric model

So far only experiments giving an approximate model of the system and its transfer function has been performed. It is mostly graphical estimations and the major characteristics of the system that have been found. These estimations are enough to make a controller, but if a robust controller is needed like in our case, a parametric estimation based on numerical methods has to be done. There are lots of models and ways to do the calculations. The common factor is the procedure how it is done. One of the available parametric models is the Box Jenkins model. It has the following expression,

\[ A(q) y(k) = \frac{B(q)}{F(q)} u(k - n_k) + \frac{C(q)}{D(q)} e(k) \]  \hspace{1cm} (4.12)

Here \( u \) is the input, \( y \) the output and \( e \) is the noise. The constant \( n_k \) represents the delay between the input and output signal. A simpler model structure is the ARMAX model, which has the following format,

\[ A(q) y(k) = B(q) u(k - n_k) + C(q) e(k) \]  \hspace{1cm} (4.13)

and the state-space model using both noise and disturbances.
\[
x(k + 1) = Ax(k) + Bu(k) + v(k) \\
y(k) = Cx(k) + Du(k) + e(k) \tag{4.14}
\]

The estimations were performed using the system identification toolbox in Matlab. In the program it is easy and fast to treat data and fit it to a model with a given order. The data can e.g. be split in two halves, one for estimation and the second for validation. It is also possible to do some filtering and remove trends and biases easily. The software also proposes a model order that gives good result.

Identification was done on both sides of the dead-zone at the same angles as in the transient response analysis. The input signal has to be chosen very carefully. If the signal has the same frequency spectrum as white noise, it is possible to estimate parameters at all frequencies up to the Nyquist frequency. The reason not to use white noise directly is that it has the same energy at all frequencies, but in a normal estimation the low and high frequencies are not so interesting. Instead a pseudo random binary signal, or PRBS, was generated as input signal to the system. The PRBS signal has almost the same properties as white noise but is frequency restricted. Two PRBS-signals were chosen to give good excitation up to a certain frequency, one up to 300 rad/s and the second up to 400 rad/s. The signals were chosen based on the desired bandwidth of the system and the coherence spectrum. The amplitude of the input signal was 0.3 V in the lower area and 0.1 V in the upper region.

For a low order model the Box Jenkins gave best result. The optimal model order was 3. The State-space and ARMAX models gave the same result, just a little less accurate. The models were compared in a Bode diagram with the result from the frequency response analysis, see Figure 12 below.

![Bode diagram](image)

**Figure 12.** Example of Bode diagram of a estimate third order ARMAX model and frequency response analysis. The estimation has been done below the dead-zone with a PRBS signal of 400 rad/s and an amplitude of 0.3 V. The model fits well with the FRA up to about 300 rad/s, after that the amplitude is different.

The plot shows that there is no good fit over 300 rad/s and that the crossover frequency is below the desired bandwidth, about 400 rad/s. A new attempt was done in the same manner as before, but this time the model was overestimated to a tenth order model. Best result was achieved with the ARMAX model structure. The model was then reduced using a discrete model reduction, based on balanced
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realisation, to a third order model see Figure 13. Since the direct term of the model was very small it was for convenience set to 0.

![Bode Diagram](image)

Figure 13. Example of Bode diagram of an estimated tenth order ARMAX model reduced to a third order and the results from frequency response analysis. The estimation has been done below the dead-zone with a PRBS signal of 400 rad/s and amplitude of 0.3 V. The model seems to fits the FRA well at all frequencies. The phase curve has the same characteristics as the FRA.

This model fits very accurately up to 700 rad/s, which is far higher than the desired bandwidth. The best model was estimated using the 400 rad/s PRBS signal. The estimated models at each angle can be seen in Table 3.
### Estimation position | ARMAX model polynomials
---|---
-1.9 V, 5° | \[ A = q^3 - 2.8704q^2 + 2.7485q - 0.8779 \]
| \[ B = -0.0370q^2 + 0.0108q - 0.0055 \]
| \[ C = 0.4315q^2 - 0.6964q + 0.0133 \]
-1.8 V, 8° | \[ A = q^3 - 2.8651q^2 + 2.7379q - 0.8725 \]
| \[ B = -0.0050q^2 + 0.0133q - 0.0066 \]
| \[ C = 0.4544q^2 - 0.7264q + 0.2927 \]
-1.55 V, 14° | \[ A = q^3 - 2.8309q^2 + 2.6704q - 0.1839 \]
| \[ B = -0.0009q^2 + 0.0042q - 0.0015 \]
| \[ C = 1.9204q^3 - 1.9826q^2 - 1.7029q + 2.2219 \]
1.2 V, 30° | \[ A = q^3 - 2.9284q^2 + 2.8597q - 0.9313 \]
| \[ B = -0.0034q^2 + 0.0091q - 0.0036 \]
| \[ C = 0.4157q^2 - 0.7456q + 0.3403 \]
1.4 V, 60° | \[ A = q^3 - 2.9102q^2 + 2.8236q - 0.9134 \]
| \[ B = 0.0005q^2 + 0.0005q - 0.0013 \]
| \[ C = 0.4212q^2 - 0.7581q + 0.3490 \]
1.5 V, 80° | \[ A = q^3 - 2.9091q^2 + 2.8223q - 0.9132 \]
| \[ B = -0.0019q^2 + 0.0055q - 0.0015 \]
| \[ C = 0.4576q^2 - 0.8274q + 0.3490 \]

Table 3. Parameters of third order ARMAX model reduced from a tenth order model. The system poles are about the same as in the direct third order estimation but the zeros are different.

### 4.9 Validation

When a parametric model has been estimated, it is not known if the model is a sufficiently accurate description of the process so that a good controller can be calculated. There are many tests that can be applied on the estimated model to determine if it is suitable for controller design. These tests are used to e.g. check if the model order is sufficient, if there is any covariance between input signal and output signal, and if it can predict the output for a given input signal.

A selected model order is usually checked with a method based on the least square of a modified loss function. The loss function is used together with residual analysis, where a low order model is preferable. The model order was estimated to be order 2 or 3, depending on different measurements and noise components. Using the Bode plots as earlier described when reducing a higher order model to a lower order the result is that a third order model should be used.
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Figure 14. Example of the auto correlation respectively the cross correlation of the reduced ARMAX model below the dead-zone. The auto correlation plot is not perfect. This implies that the remaining unmodelled noise is not purely white noise, i.e. some dynamics in the system are neglected. The cross correlation plot indicates that the inputs do not affect the residuals.

Figure 14 above shows that the cross correlation between the input signal and the residuals are inside the 99% confident interval. This indicates that different inputs do not affect the residuals. However, if the model is tested by examining the auto correlation of the residuals, it shows that there is some dependence between residuals at different sample times. This implies that the remaining unmodelled noise component is not white noise. A higher order model would give a better result but requires more parameters to tune in the controller design and is therefore not wanted.

Figure 15. Example of validation of the reduced third order ARMAX model. The model predicts the measured signal with an accurate result. The validation was performed below the dead-zone.
The validation of the reduced third order model shows that it can predict and follow an output signal without any large problems. Since all tests, except the auto correlation, give satisfactory results, the model is probably a sufficiently good description of the real process. Some correlation between the residuals can be accepted from the controller design point of view.
5 Start-up experiments

5.1 Introduction
Simulations show that accurate dead-zone parameter estimations are crucial for the control requirements to be fulfilled. The manufacturer, Magneti Marelli, includes an estimate of these parameters in their data sheet of the throttle. The estimates have been found by comparing the characteristics of different throttle units. The parameter estimates in the data sheet are then represented in intervals rather than exact values. This results in unnecessary slow control. Therefore it is preferred to use an individual estimate for every throttle unit.

A good estimate of parameters for compensation of a nonlinearity can be found by performing simple experiments. If a process is constant, i.e. the parameters never change, there is no need to update the estimates when the throttle is used and the parameter estimation can be done once and for all. If the assumption of a constant throttle process is made, the dead-zone could be determined by start-up experiments. According to [10] the available time for experiments at the start-up sequence of the engine is 300 ms. This implies that it should be possible to get accurate estimates of the dead-zone compensation parameters before control of the throttle is needed. Different ways to achieve this will be examined next.

5.2 Calibration
Before any experiments can be carried out some calibration of the throttle has to be done. First is the scaling factor from voltage to degrees determined by practical measurements of the lower and upper limits. In the beginning of all experiments the dead-zone position is measured at the first sample. When the plate saturates in the lower area the lower limit is measured. The lower saturation position corresponds to -0.5°, according to [10]. At 90° the throttle is fully open which is the same as the upper saturation point. The calibration parameters are then:

- The conversion factor between volts and degrees: \( 4.92 \, ^\circ/V \)
- The upper saturation point \( 9.97 \, V \) or \( 90^\circ \)
- The lower saturation point: \( -8.48 \, V \) or \( -0.5^\circ \)
- The dead-zone position at start-up: \( -4.72 \, V \) or \( 17.55^\circ \)

5.3 Control signal ramping
The first thing that comes to mind when determining the edges of the dead-zone compensation is to ramp the control signal in open-loop and observe when the plate starts to move. The corresponding control signal would then be the edge of the dead-zone. Simulations show that this procedure is both inaccurate and time consuming. The main problem is that the signals need to be filtered before they can be used. This filter introduces a time delay and therefore it is difficult to determine the exact time when the throttle starts to move. Another drawback of this method is that once the system starts to move and the first dead-zone edge is found the system needs to relax to stationarity before the second edge can be found.

5.4 Step responses in open-loop
A second approach to the problem is to perform sequential step responses in open-loop and then calculate the gain and dead-zone edges. Before the experiment begins, the dead-zone position is
measured and the plate is moved from the dead-zone to reduce friction effects in the estimates. The first two steps of the responses should be in the same direction, e.g. downwards, and is used to calculate the gain of the process and the dead-zone edge, \( b \). Next the lower saturation point is measured to calibrate the potentiometer. Now the plate is moved to the other side of the dead-zone. This is done with a ramp control signal to prevent oscillations. The following steps, directed upwards, give the gain above the dead-zone together with the positive dead-zone edge. A real experiment on the throttle is used as an example of how the dead-zone parameters could be estimated when there is no time limit for performing experiments, see Figure 16.

![Graph showing plate position over time](image)

**Figure 16.** Open-loop experiments on the real throttle when the available time for experiments is long. The step responses are used to calculate the gain of the process and to give an estimate of the spring torque.

The relation at stationarity between input and output of the linear process is as follows,

\[
y = K \cdot (u - b)
\]  
(5.1)

where \( K \) is the gain of the process and \( b \) is the dead-zone edge. The step response method has the following format.

The relation between step 2 and step 3 respective step 4 and step 5 is

\[
K_f = \frac{(y_3 - y_2)}{(u_3 - u_2)}, \quad K_u = \frac{(y_5 - y_4)}{(u_5 - u_4)}
\]  
(5.2)

giving the gains \( K_f \) and \( K_u \). The negative dead-zone edge, \( b_l \), can now be extracted from step 1.

\[
b_l = u_l - \frac{y_1}{K_f}
\]  
(5.3)

The positive edge, \( b_u \), is calculated from step 5.
\[ b_u = u_y \frac{y_s}{K_u} \]  

(5.4)

The variable \( y \) in the method is the output at stationarity. Since the system is affected by noise, a true stationary value will never be reached. Therefore \( y \) is calculated as the mean of the output at the latter part of the step response. This way the influence of noise is discarded. The method gives good estimates if the total time at hand is approximately 2 s to make estimation on both sides. If only one side e.g. below the dead-zone is wanted, the time needed to carry out the experiments is about 550 ms, see Figure 17. Since only 300 ms is available for measurements the method needs to be redesigned.

![Figure 17. An open-loop experiments on the real throttle when short time is available. From this plot the gain of the process is calculated and an estimate of the spring torque is given by the relation in (5.1).](image)

5.5 **Step responses in closed-loop**

To speed up the estimation procedure the step responses could be performed in closed-loop. The introduced proportional controller has unit gain and the output is fed back scaled with a constant factor \( \gamma \), see Figure 18. The feedback constant, \( \gamma \), is chosen to make the step responses fast and non oscillative.

![Figure 18. The closed-loop experiment presented as block diagram. The feedback gain is introduced to speed up the step responses settling time.](image)
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\[ y = (u - \gamma \cdot y - b) \cdot K \]  

(5.5)

The experiment is performed in the same manner as in the open-loop case but the different step responses are faster, compare with Figure 16. The closed-loop method is the following.

The relation between step 1 and step 2 respective step 4 and step 5 in closed-loop is,

\[ K_f = \frac{(y_2 - y_1)}{(u_2 - u_1 - \gamma_f (y_2 - y_1))}, \quad K_u = \frac{(y_5 - y_4)}{(u_5 - u_4 - \gamma_u (y_5 - y_4))} \]  

(5.6)

which gives the closed-loop gain \( K_f \) an \( K_u \). From step 2 the lower edge of the dead-zone can be estimated.

\[ b_f = u_2 - \gamma_f \cdot y_2 - \frac{y_2}{K_f} \]  

(5.7)

In the same way the upper edge can be found from step 5.

\[ b_u = u_5 - \gamma_u \cdot y_5 - \frac{y_5}{K_u} \]  

(5.8)

The redesigned step response method is faster than the previous method but still cannot perform the estimation within the 300 ms. The one sided experiment takes about 400 ms.

### 5.6 Performance and results

The experiments gave the following results.

<table>
<thead>
<tr>
<th></th>
<th>Open-loop</th>
<th>Closed-loop</th>
<th>Real process</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_u )</td>
<td>128,2</td>
<td>171,6</td>
<td>100</td>
</tr>
<tr>
<td>( K_f )</td>
<td>18,0</td>
<td>27,0</td>
<td>15</td>
</tr>
<tr>
<td>( B_u )</td>
<td>1,09</td>
<td>1,12</td>
<td>1,05</td>
</tr>
<tr>
<td>( B_f )</td>
<td>-1,29</td>
<td>-1,36</td>
<td>-1,20</td>
</tr>
</tbody>
</table>

Table 4. Estimated parameter values during the start-up experiments. The “real process” values are obtained by adaptive parameter estimation, and identification experiments.

The step response method gives very good estimates of the real edges of the dead-zone. The closed-loop experiment is faster but not as accurate in the estimations as the open-loop experiment. The estimated values can be used as initial values to online estimators. The factor, \( \gamma \), is found by trial and error. The signals must not saturate otherwise the estimation is ruined.

The time available for start-up experiments is not enough to estimate parameters on both sides with the closed loop system above. Instead one side of the dead-zone could be estimated during the start-up phase and the other side while shutting down the engine. By saving the last estimated parameters and choosing the estimation side of the test randomly, there would be enough time to estimate both
parameters. A better way would be to use the linear controller for the system. The time for the system to reach stationarity would then decrease significantly.

The estimation procedure could also be performed at e.g. recurrent services or repairs at authorised workshops. These types of estimations should naturally also be performed during the manufacturing of the car.
6 Linear controller design

6.1 Controller design

After the process has been identified it is possible to derive a suitable controller. The controller can either be designed in discrete or continuous-time using numerical and/or graphical methods. Since the identified process is on discrete-time parametrical form, the controller will be designed using a numerical method. Graphical methods, e.g. designs from Bode or Nyquist plots will be used to confirm the performance of the controller. The criteria could be the bandwidth, phase or amplitude margin and the behaviour at low respectively high frequencies. The identification showed that the process parameters are different in the areas above and below the dead-zone. There are differences in both the static gain and the main time constants. This implies that the controller structure should be robust and consist of at least two, perhaps more, linear controllers. Bumpless transfer will be used together with antiwindup schemes. This prevents problems when switching between controllers and integrator wind up when the command signal saturates. The problems can be handled by introduction of tracking of the output signal, \( u \) and \( v \), see Figure 19.

![Block scheme that shows tracking of the signals u and v. The tracking signal is added to the integral action part of the controller, \( C_{\text{int}} \). The scheme is used to implement integrator windup. Bumpless transfer between controllers is performed by exchanging the signal, \( u \), for the control signal of the active controller.](image)

After the controller had been calculated and evaluated it was tested in a simulation model. The model was built in Matlab according to the results from the identification. Some measurement noise and other disturbances was also be added to test the robustness of the controllers.

For simplicity only the calculations corresponding to the controller just above the dead-zone will be shown. Other controllers needed to achieve good performance would be calculated in the same manner. The results will be presented in the end of the sections for each design method.

6.2 A polynomial approach

One way to calculate the controller is to do it on polynomial form using pole placement. In the literature many such design methods can be found. Since the process is discrete, a method based on discrete pole placement will be used in this thesis. One example of this is the RST-controller which is a discrete, two-degree of freedom controller. A brief description of the design procedure will be given below. For the interested reader the design method along with proofs can be found in [3]. The controller has the following format,

\[
R(q) \cdot u(k) = T(q) \cdot u_c(k) - S(q) \cdot y(k) \tag{6.1}
\]
where $R$, $S$ and $T$ are polynomials in the shift operator, $q$. The signal, $u$, is command signal, $u_c$ is the reference signal and $y$ the output. The controller can also be viewed in a block diagram as,

![Block diagram for a RST-controller](image)

**Figure 20.** Block diagram for a RST-controller. The controller consists of a feedforward filter, $T/R$, and a feedback filter, $-S/R$.

By choosing a characteristic polynomial it is possible to find a controller that gives desired closed-loop dynamics. The design polynomial consists of two parts, the faster observer polynomial, $A_o(z)$, and slower controller polynomial, $A_m(z)$. The characteristic polynomial of the closed-loop system is then,

$$A_c(z) = A_o(z) \cdot A_m(z) \quad (6.2)$$

but it can also be written as,

$$A_o(z) = A(z) \cdot R(z) + B(z) \cdot S(z) \quad (6.3)$$

Where $B(z)$ and $A(z)$ is the process numerator respectively denominator. The equation 6.3 is a so called Diophantine equation and can be solved inserting equation 6.2 giving,

$$A(z) \cdot R(z) + B(z) \cdot S(z) = A_o(z) \cdot A_m(z) \quad (6.4)$$

The equation above is a linear equation system and the polynomial coefficients of $R$ and $S$ can easily be found. The next step is to determine the polynomial $T$, which shapes the step response of the closed-loop system. It is often chosen to cancel the observer polynomial $A_o(z)$. This gives the following relation,

$$T(z) = t_0 \cdot A_o(z) \quad (6.5)$$

The $t_0$ parameter decides the static gain of the closed-loop system. Normally it is chosen so that the system has unit gain,

$$t_0 = A_o(1)/B(1) \quad (6.6)$$

An integrator can easily be added to the controller by including the factor $(z-I)$ in the $R$ polynomial. This increases the degree of the Diophantine equation. In a similar fashion, a notch filter can be added to the $S$ polynomial.
In the Matlab local toolbox ppbox there is a function called rstd, which calculates a controller by solving the Diophantine equation. Input parameters to the function are, \( A_d(z), A_m(z) \), the process and whether the controller should contain additional terms in \( R(z) \) and/or \( S(z) \).

In the throttle case the controller finally after many iterations consists of a rather slow closed-loop dynamics in the controller polynomial with continuous-time poles placed at 27 rad/s and 100±60j rad/s. The real pole is chosen to be the slowest one. The observer polynomial is must faster, so it can detect fast changes in the process. Also here is the real pole the slowest one. This is because the real pole in the observer polynomial can be interpreted as the integrator part of the controller. The integrator has been added to eliminate static control errors. The poles of the observer are located at 70 rad/s and 730±210j rad/s respectively. The designed controller has a bandwidth of about 200 rad/s and is fast enough according to the desired step time, see Figure 21.

![Figure 21. Example of Bode diagram showing the upper controller (solid), the process (--), open-loop (..) and close loop behaviour(.-) below the dead-zone. The controller has a large phase addition around 150 rad/s and a large gain at high frequencies, which makes it sensitive to high frequency noise.](image)

The Bode diagram clearly shows that there is need for a phase advance at high frequency. As a result of the increased phase, the gain is automatically also increased at high frequencies. The high gain results in amplification of measurement noise, which therefore probably will be a problem.

When testing the controller in simulations it behaves as expected with good step responses. After implementing it on the real process it was noticed that the controller was sensitive to noise and could not follow the reference signal fast enough. For some reason the plate stopped before it had reached the desired angular position and the integrator had to eliminate the static error. At first the step responses were too slow when comparing with the specifications. After a considerable amount of fine tuning the responses were satisfactory, see Figure 22.
Figure 22. A 2 degree step response above the dead-zone at 21° and the corresponding uncompensated control signal. The step response meets the specifications from Volvo but the control signal is too noisy.

The following controllers gave the best result,

<table>
<thead>
<tr>
<th>Working range</th>
<th>RST controller polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above the dead-zone</td>
<td>$R = q^3 - 1.4149q^2 + 0.3784q + 0.0366$</td>
</tr>
<tr>
<td></td>
<td>$S = 61.167q^3 - 173.72q^2 + 164.55q - 51.974$</td>
</tr>
<tr>
<td></td>
<td>$T = 0.3788q^3 - 0.7179q^2 + 0.4330q + 0.0849$</td>
</tr>
<tr>
<td>Below the dead-zone</td>
<td>$R = q^3 - 1.6872q^2 + 0.7067q - 0.0195$</td>
</tr>
<tr>
<td></td>
<td>$S = 32.324q^3 - 92.027q^2 + 87.317q - 27.612$</td>
</tr>
<tr>
<td></td>
<td>$T = 0.1249q^3 - 0.2481q^2 + 0.1592q + 0.03349$</td>
</tr>
</tbody>
</table>

Table 5. Polynomials of the best RST controller above and below the dead-zone.

During the controller design some problems occurred. The first task was to place the poles in a good way. It is not easy to guess where the poles should be located. The use of trial and error became harder when the controller and observer polynomials grew in size. It was also discovered that it was not possible to place the poles arbitrarily. Sometimes the integrator in the $R(z)$ polynomial was cancelled by a pole very close to $(z-1)$ in the $S(z)$ polynomial. After some investigation it was realised that it had to do with a numerical calculation problem in Matlab. Small changes in for example the seventh decimal in the process or in the design polynomials had large impact on the controller design result due to the fast sampling. As mentioned before, the control signal is very nervous and it is possible to hear and feel the amplified noise in the throttle plate. This is not good performance in the long term. As an effect of this an alternative controller design method was investigated.
6.3 State-space approach

Another way to design a linear controller is to use optimal control theory described in [3]. The process to control could be on either polynomial or state-space form. In this section the state-space method is chosen because of better calculation precision. The process is converted to state-space form using the Matlab function, ssbal1, which gives a balanced realisation of the state-space system. A drawback with this function is that the parameters of the model will be calculated from a numerical point of view. It means that the obtained state-space form has no physical meaning at all. To use the state-space representation for controller design, all states have to be measurable or observable. Since only the angle is measurable a Kalman observer will be used. The observer design is treated in chapter 9.

The Linear Quadratic controller (LQ), uses a quadratic function of the states and the control signals to minimize a loss function. Since the real process is affected by unmodelled coloured noise, this method is suitable for deriving a robust linear controller. A short description of the method will be discussed here. The complete derivation of the method could be found in [3].

The process model can, after the conversion from polynomial to state-space form using ssbal1, be written as,

\[ x(kh+h) = \Phi x(kh) + \Gamma u(kh) + v(kh) \]
\[ y(kh) = Cx(kh) + e(kh) \]  

(6.7)

The specific system matrices can be found in the Appendix A. A discrete loss function on the following format is used. It is assumed that the input is constant during one sample,

\[ J(k) = x^T(kh)Q_1 x(kh) + 2x^T(kh)Q_{12} u(kh) + u^T(kh)Q_2 u(kh) \]  

(6.8)

It is possible to introduce the following equation if \( u(k) \) is allowed to be a function of \( x(k), x(k-1) \) …

\[ S(k) = \Phi^T S(k+1) \Phi + Q_1 - \left( \Phi^T S(k+1) \Gamma + Q_{12} \right) \left( \Gamma^T S(k+1) \Gamma + Q_2 \right)^{-1} \left( \Gamma^T S(k+1) \Phi + Q_{12} \right) \]  

(6.9)

with \( S(N)=Q_0 \). If \( Q_0 \) is positive semi definite and the inverse above is positive definite. Then the unique optimal controller can be found as a state feedback law,

\[ u(k) = -L(k) x(k) \]  

(6.10)

where the feedback matrix, \( L \), that minimizes the loss function in equation 6.8., has the format,

\[ L(k) = \left( Q_2 + \Gamma^T S(k+1) \Gamma \right)^{-1} \left( \Gamma^T S(k+1) \Phi + Q_{12} \right) \]  

(6.11)

The equation for \( S(k) \) can be solved using backwards iteration to the initial time when \( k=0 \) or by solving the algebraic time invariant Riccati equation. The Riccati equation has the following solution,

\[ \tilde{S} = \Phi^T \tilde{S} \Phi + Q_1 - \left( \Phi^T \tilde{S} \Gamma + Q_{12} \right) \left( \Gamma^T \tilde{S} \Gamma + Q_2 \right)^{-1} \left( \Gamma^T \tilde{S} \Phi + Q_{12} \right) \].  

(6.12)
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A simple way to solve the equations above is to use the Matlab function \( \text{lqrd} \). The design parameters in the method are the weighting matrices \( Q_1, Q_2 \) and \( Q_{12} \). The linear controller is preferred to have integral action. In [3] a method is described for adding integral action to a state feedback controller. The following is the result of that method.

First an integrator is introduced as an extra state to the state-space system, see Figure 23.

![Figure 23. Block scheme describing how the integrator is introduced as an extra state to the state-space system. The standard state feedback matrices are extended with a state corresponding to the difference between the reference and the measured plate position.](image)

The integrator extended system matrices are then,

\[
\Phi_{ic} = \begin{bmatrix} \Phi & 0 \\ -h \cdot C & 1 \end{bmatrix}, \quad \Gamma_{ic} = \begin{bmatrix} \Gamma \\ 0 \end{bmatrix}, \quad C_{ic} = \begin{bmatrix} C & 0 \end{bmatrix}
\]  

(6.13)

Using the Matlab function \( \text{lqrd} \) and the extended system above, the state feedback controller with integral action can be calculated. To start with, the diagonal elements in \( Q_1 \) are set to one. Then the control signal is weighted by varying the \( Q_2 \) matrix. The cross term matrix \( Q_{12} \) is zero. Once good performance on the control signal has been found, the \( Q_2 \) is matrix is "fixed" at this value during the rest of the design procedure. Next the \( Q_1 \) matrix is varied with beginning on element \( Q_{1(4,4)} \), the one corresponding to the integrator. The design continues in the same manner with all the elements on the diagonal until a satisfactory behaviour on the closed loop system is obtained. In the end of the controller design smaller adjustment on the \( Q_2 \) and \( Q_1 \) could be done to improve the performance. Perhaps the cross term matrix \( Q_{12} \) could also be used.

A useful way to move the poles of individual states is to use orthogonality of eigenvectors. To for example move the forth state in the state vector above, find a vector, \( q \), that is orthogonal to the eigenvectors of the other states. Once such a vector is found, modify the weight matrices as follows,

\[
Q_{tot} = Q_1 + \alpha \cdot qq^T
\]  

(6.14)

This way weight is put on the specified state on not on others. The factor, \( \alpha \), determines the weight added in the specified direction. For example, the following weighting matrices resulted in a controller meeting the design demands. The weighting matrices for both controllers can be found in the Appendix A.
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\[ Q_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad Q_2 = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad Q_3 = [100], \quad q = \begin{bmatrix} 0.0027 \\ -0.0117 \\ 0.0090 \\ 1.0 \end{bmatrix}, \quad \alpha = 10e4 \quad (6.15) \]

Figure 24. Example of Bode diagram showing the upper controller above and close to, the dead-zone. The process (--) open-loop (..) and close loop behaviour(-). The controller has approximately the same features as the RST-controller, compare with Figure 21.

Figure 25. The Nyquist plot of the open-loop and controller, compare to the Bode diagram in Figure 24. The amplitude margin in the open-loop controlled system is about 4.4 dB.
A closed-loop bandwidth of 300rad/s, which is very fast, is the result of the design. This is needed to meet the demands on step responses in [10]. The LQG controller needs a quite large phase addition at high frequencies. Unfortunately the gain will also increase and the controller becomes noise sensitive. During the controller design the validation was made in a simulator, the same used in the polynomial design. When it worked fine it was finally implemented on the real process. Going from simulations to the real throttle did not cause any problems. There was no need the make any changes on the weighting matrices.

![Graph](image)

Figure 26. A 2 degree step response above the dead-zone at $20^\circ$ and the corresponding uncompensated control signal. The step response meets the demands and the control signal is less noisy than for the RST-controller, compare with Figure 23. There are two reference signals in the plot. The second signal is delayed for 20ms and therefore represents the lower edge of the rise-time, according to the system specifications.

When investigating the command signal it shows that it is still shaky, but not as much as in the RST case.

The following controllers were obtained and gave good results.

<table>
<thead>
<tr>
<th>Working range</th>
<th>LQG controller matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above the dead-zone</td>
<td>$L_c = [1]$</td>
</tr>
<tr>
<td></td>
<td>$L_i = [-0.1457 \quad 2.2668 \quad -1.8970 \quad -27.7395]$</td>
</tr>
<tr>
<td>Below the dead-zone</td>
<td>$L_c = [1]$</td>
</tr>
<tr>
<td></td>
<td>$L_i = [-0.0491 \quad 1.7510 \quad -1.4972 \quad -34.6661]$</td>
</tr>
</tbody>
</table>

Table 6. The feedback gain matrices for the best LQG controller, above and below the dead-zone.

The state feedback controllers above can be interpreted on polynomial form. The Matlab function `lqgdd` was used to calculate the corresponding RST-controllers. Note the increase in degree compared with RST design. The extended matrices result in a polynomial representation with degree 4 instead of the previous 3. The two extra states are the integrator state in the controller and, as will later be seen, the torque estimation in the observer. For more information about the observer, see chapter 9 in this thesis.
### Working range

<table>
<thead>
<tr>
<th>Working range</th>
<th>Corresponding RST controller polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above the dead-zone</td>
<td>( R(q) = q^4 - 2.3279q^3 + 2.3693q^2 - 1.3526q + 0.3112 )</td>
</tr>
<tr>
<td></td>
<td>( S(q) = 35.5616q^3 + -101.1234q^2 + 95.8813q - 30.3139 )</td>
</tr>
<tr>
<td></td>
<td>( T(q) = q^4 - 2.5880q^3 + 2.6317q^2 - 1.2938q + 0.2501 )</td>
</tr>
<tr>
<td>Below the dead-zone</td>
<td>( R(q) = q^4 - 2.2214q^3 + 2.0288q^2 - 10.9987q + 0.1913 )</td>
</tr>
<tr>
<td></td>
<td>( S(q) = 29.6045q^3 + -82.2013q^2 + 76.0486q - 23.4427 )</td>
</tr>
<tr>
<td></td>
<td>( T(q) = 1.1q^4 - 2.6323q^3 + 2.4505q^2 - 1.1145q + 0.1964 )</td>
</tr>
</tbody>
</table>

Table 7. The RST polynomials of the converted LQG controller, above and below the dead-zone.

#### 6.4 The noise

Since the obtained controllers are sensitive to noise there is need for some more investigation of the noise characteristics. A step was applied on the process and after a few seconds, when steady state has been reached, the noise affecting the plate was monitored. It was found to have an amplitude of approximately 0.05°, or two resolution levels in the AD/AD converter. An oscilloscope was also used to see if there was any noise in the electrical circuits, but none was found. The Bode diagrams shows that at high frequencies the gain in the controllers is approximately 20-40 dB, i.e. a gain of 10-20. This gives a large impact on the control signal.

A way to reduce problems due to noise, a better analogue low pass filter could be introduced, say at 1000 rad/s. This filter would have a large impact on the process dynamics. Since this implies that the system identification has to be performed once more, this option is not discussed further. It is probably the best way to reduce measurement noise however. For now the nervous behaviour of the controller is accepted.

#### 6.5 RST Vs LQG

In this thesis two different approaches in linear controller design has been used, the polynomial and state-space. There are many controller structures and design methods based on the two approaches. The two methods chosen was pole placement, resulting in an RST controller, respectively an optimisation method giving the state feedback LQG controller.

Since both above mentioned design methods are available as toolboxes in Matlab, it is quite easy to do the calculations. The tricky part is to choose the controller and the observer polynomials in the RST controller. In the LQG controller the problem lies in choosing the weighting matrixes. It is more intuitive to use weighting matrices than observer and controller polynomials as design parameters. In the polynomial case the design parameters are often stated in continuous time because it is easier to place poles in continuous-time than in discrete-time. All the poles in the polynomials have to be chosen simultaneously and it is hard to place e.g. 8 poles in a clever way.

The introduction of an integrator in the controllers can be done without any large problems. This is easier to do in the polynomial controller than in the state feedback controller. In the LQG controller the integrator has to be implemented as an extra state corresponding to the control error. If not all states are available for state feedback, an observer has to be designed and implemented. There is always the possibility to rewrite the LQG controller on RST form and then implement it as an ordinary polynomial controller.
7 Nonlinearities

7.1 About nonlinearities
A system is non-linear if it contains at least one non-linear component. All physical systems are non-linear to some extent, e.g. systems effected by friction or a mechanical backlash. Nonlinearities are classified in terms of their origin as natural, which comes from the mechanical conditions and motion of the system, or as artificial which means that a control law constructor introduces them when controlling the system. Examples of natural nonlinearities are Coulomb friction between surfaces and air drag when an aeroplane is flying through the atmosphere. Nonlinear compensator methods such as sliding mode control and adaptive control laws are examples of artificial nonlinearities.

The continuous or discontinuous mathematical properties are another way of classifying nonlinearities. A discontinuous or “hard” nonlinearity can not be locally approximated with a linear function. Examples are backlash, dead-zones and relays. These can often be found in control systems and affect the system both in small and large range operation. Whether to consider a system as non-linear or not depends on the magnitude of the hard nonlinearity and the effect it has on control performance of the system. Two good examples of continuous or “soft” nonlinearities are air drag and effects caused by the inertia of the system.

A third way of dividing nonlinearities is to examine if their behaviour is static or dynamic. By static means the behaviour does not depend on earlier states of the system, i.e. it is “memoryless”. A dynamic nonlinearity on the other hand changes its response for different states and operating points of the system. An example of a static nonlinearity is a dead-zone, and of a dynamic, a backlash. The definitions above are according to [7] and [8]. The three main nonlinearities in the throttle are a dead-zone, friction and inaccurate compensation. In the upcoming sections these effects will be examined more closely.

7.2 Dead-zone
A dead-zone is a static nonlinearity that describes a component insensitivity to small input signals. If a signal is below a certain “break-point” value, the output will not be affected. Above the break-point the output depends linearly on the input. This behaviour results in difficulties controlling the system and may be the reason for oscillations. The characteristic of a dead-zone model is shown in Figure 27.

![Figure 27. The characteristics of a dead-zone from input signal, $u$, to output signal, $v$. In an interval, $[b_l, b_u]$, of the input signal, $u$, the output signal, $v$, is 0.](image-url)
Here \( b_u \geq 0 \) and \( b_l \leq 0 \) represents the right and left “break-points”, \( m_u > 0 \) and \( m_l > 0 \) are the “slopes”. \( v \) is input and \( u \) is output signal. The slope represents a possible linear gain above and below the dead-zone. In general, none of the constants above are equal, but in this thesis \( m_u \) and \( m_l \) are taken to be equal to 1. A different gain than one is considered to be part of the dynamics of the throttle.

As previously described, the Magneti Marelli throttle has a built in “limp home” mode, realised by two opposite working torsion springs and a physical stop dividing the work ranges of the springs. In the system model this mode can be seen as a dead-zone active around the physical stop position of the throttle. The control signal has to exceed, in magnitude, the torque asserted by the springs in order to move the throttle. These minimum control signals are different above and below the “limp home” position, this since the two springs are not equally strong.

7.3 Friction

Friction forces appear between surfaces in contact. It is a dynamic nonlinearity that can be modelled as two different effects, static and kinetic friction. The static friction describes the force needed to start moving the surfaces against each other. Once the object is moving some of the static friction disappears. Kinetic friction on the other hand describes the forces between surfaces in motion. When the objects stops there is no more kinetic friction. The friction forces are also dependent on the direction of the motion. The magnitude of the static friction can be different in e.g. the forward and backward direction. Likewise the kinetic friction force, \( F \), is opposite in direction and proportional to the velocity of the object in motion. In [8], friction is modelled as below, compare with Figure 28,

\[
F(t) = \begin{cases} 
F_s \text{ sign } v(t) + F_v v(t), & v(t) \neq 0 \\
F_s \text{ sign } F_v, & |F_v| > F_s, \ v(t) = 0 \\
F_v, & |F_v| \leq F_s, \ v(t) = 0
\end{cases}
\]  

\[F_s(t) = \text{external applied force}, F_v, F_s, F_v \text{ are const.}\]

Figure 28. The characteristics of static and kinetic friction. The model includes stick-slip motion and constant kinetic friction.

The throttle can only move in two directions, i.e. positive or negative angular velocity. This implies the use of the definitions of friction in the equations above.
When the angular velocity of the throttle changes sign, the direction and magnitude of the kinetic friction also changes. It is the dynamics of the spring package that determines the behaviour of the kinetic friction. This implies that the kinetic friction has different influence on the system above and below the "limp home" position since there are two opposite working springs in the spring package.

After consideration and consulting of [10], the static and the kinetic friction are discarded in the system model. When mounted in a car, the vibrations from the engine and the road, keeps the throttle unit from obtaining a stationary position. It is therefore a reasonable approximation that no static friction is present in the system.

7.4 Compensation errors
An artificial nonlinearity is by definition created by the control loop designer. When the parameters of a nonlinear compensator are not known exactly, the compensator will make an error in the cancellation of the nonlinearity. The resulting nonlinearity could have the same properties as the first one but be smaller in magnitude, but it could also have different characteristics much worse to handle. The way to deal with these compensation errors is to make them as small as possible, so that they can be ignored.

Successful control of the throttle requires among other things, dead-zone compensation. Not only is it necessary to compensate for the springs with an accurate amount of control signal, but more important to know the exact moment when to change the direction of the compensation when passing through the dead-zone. This is because of the large control signals involved and the high bandwidth of the closed-loop system. The compensation assumes that the position of the throttle is known at every time instant. If there is a time delay in the system, an additional difficulty lies in predicting the angle of the throttle with good accuracy.
8 Describing function analysis

8.1 About describing functions

The design procedure of a control law for a system can consist of long and complicated mathematical expressions. The lack of physical meaning is a problem for the understanding of the process. To build intuitive knowledge, one can study the system in the frequency domain instead of the time domain. Examples of this are Bode-diagrams and Nyquist-plots, which facilitate the design for linear systems.

For the same reason as for linear systems, it would be a good idea to study systems with nonlinearities in the frequency domain. This is called describing function analysis and is used mainly to predict existence and stability of periodic solutions for a closed-loop system. The periodic solutions can reduce the efficiency of an otherwise perfectly adequate control law. A stable oscillation is called "limit cycle" and is a common problem in nonlinear systems.

There are many spectacular and expensive examples of system failures due to limit cycles. One particular expensive example is the Swedish military aircraft, JAS 39 Gripen, that crashed in Stockholm in 1993. The following investigation pointed out the reason for the crash, so called pilot induced oscillations. This is the same thing as having a limit cycle appearing when the pilot acts as a relay, i.e. banking hard right, hard left, hard right, etc. This example shows the importance of predicting and compensating for periodic solutions in processes with nonlinearities.

8.2 Theory

The key idea in describing function analysis is to approximate a nonlinearity with a complex function. The analysis searches for periodic solutions to the closed-loop system. This is done by Fourier expansion of the output from the nonlinearity, see Figure 29. The predictions derived from this analysis are frequency and amplitude of oscillations on the input to the nonlinearity.

![Figure 29. Nonlinearity, NL, on the input to a system, G, in closed-loop. Note that the input to the nonlinearity in this case is the same as the process output. A first order Fourier expansion is calculated on the output of NL. The obtained function is used to predict oscillations on the input to the nonlinearity.](image)

In [8], the theory of describing function analysis is derived. The following is a short extract of the most important parts. A non frequency dependent, i.e. static, describing function has the following expression,

\[ N(A) = \frac{b_i + ia_i}{A} \]  

(8.1)
A is the limit cycle amplitude. The constants $a_j$ and $b_j$ are the first order constants of a Fourier expansion of the output from the nonlinearity when the input is sinusoidal. The search for limit cycles is done by examination of the Nyquist-plot of the process and the describing function. The expression for a periodic solution to the closed-loop system in Figure 29 is,

$$ y = G(i\omega)u = -G(i\omega)N(A)y \iff G(i\omega) = \frac{-1}{N(A)} \quad (8.2) $$

The intersection(s) of $G(i\omega)$ and $-1/N(A)$ in the Nyquist-diagram gives frequency, $\omega$, and amplitude, $A$, for possible limit cycles. An example is shown in Figure 30.

![Nyquist Diagrams](image)

**Figure 30.** An example of a Nyquist plot and $-1/N(A)$. There is an unstable limit cycle at 1 and a stable at 2, according to the statements below.

The arrow on $-1/N(A)$ in the plot indicates increasing amplitude. The stability of a limit cycle is predicted by use of the statements,

Assume $G(s)$ stable. For a given $A = A_0$:
- $A$ increases if the point $-1/N(A_0)$ is encircled by $G(i\omega)$
- $A$ decreases otherwise

One must keep in mind that the predicted amplitudes and frequencies are only approximations and can be far from the true values. The analysis may also predict a limit cycle, even if it does not exist. Just as well can a limit cycle exist, even if the analysis does not predict it. The accuracy of the describing function analysis depends on how sine-like the input to the nonlinearity is. The more sine-like input signal, the more accurate analysis. Note that the input to the nonlinearity in this case is the same as the output from the process.
8.3 Hard dead-zone compensation with offset

The springs creating the dead-zone can be cancelled with a good compensator. The price paid is the introduction of an artificial nonlinearity depending on faulty estimation of the dead-zone position and time delay of the system. The effects are gathered into a single parameter, the offset. In Figure 31, the characteristic of an offset in a hard compensator is shown. The spring torque below the dead-zone position, \( B_l \), is positive and the spring torque above, \( B_u \), is negative.

\[
\begin{align*}
\hat{\theta}_p & \quad \theta_p \\
B_l & \quad b_u \\
b_l & \quad B_u
\end{align*}
\]

Figure 31. The characteristics of the nonlinearity created by hard dead-zone compensation with an offset. The nonlinearity consists of the sum of the spring torque and the compensation signal. Note: In the describing function analysis method the nonlinearity is fed back with a minus sign why the plots above must be inverted to fit the method.

Here \( B_u \) and \( B_l \) are the dead-zone edges, \( \theta_p \) is the true dead-zone position and \( \hat{\theta}_p \) is the estimate.

Figure 32 shows how the dead-zone nonlinearity affects the closed-loop system. The approximation that the electric motor constant is fast enough to be neglected is made. The closed-loop system needs to be transformed to fit the theoretical scheme described earlier. It is easily shown that the transform results in,

\[
G = \frac{P}{1 + PC}
\]

The problem is now expressed on the right form for describing function analysis. In the following sections describing function analysis will be applied on the identified throttle system controlled by different compensators.

\[
\begin{align*}
C & \quad u \\
P & \quad y
\end{align*}
\]

Figure 32. The effects of the nonlinearity on the throttle. If the electric motor constant is neglected, the compensation signal and the spring torque can be added to the nonlinearity as in Figure 31.
The offset is defined as $OF = \hat{\theta}_p - \theta_p$. To examine the existence of limit cycles, the describing function for the offset is derived. In the describing function method the nonlinearity is fed back with a minus sign. Therefore the resulting nonlinearity shown in Figure 3.1 must be inverted. The relation between a sinusoidal input and output of the nonlinearity is shown in Figure 3.3.

![Figure 3.3. The sinusoidal input, dashed, and the output, solid, of the offset nonlinearity when $A>|OF|$. The output is $C=(b_u-b_l)$ in the intervals $[0 < \phi < \phi_p]$ and $[\pi - \phi_p < \phi < \pi]$.](image)

In the case of negative offset, $OF$, the resulting nonlinearity has the following expression,

$$u(\phi) = \begin{cases} C, & -\phi_p < \phi < 0, \quad \pi < \phi < \pi + \phi_p \\ 0, & \text{otherwise} \end{cases}, \quad \phi_p = \arcsin \left( \frac{OF}{A} \right)$$  \hspace{1cm} (8.4)

As can be seen in Figure 3.1 and Figure 3.3, the offset nonlinearity is odd. This implies that $a_1$, in the Fourier expansion, is equal to 0. The nonlinear effects on the sinusoidal can be divided into two cases, $A>|OF|$ and $A\leq|OF|$.

$$A>|OF| \quad b_1 = \frac{1}{\pi} \int_{\phi_p}^{0} C \sin(\phi) d\phi + \frac{1}{\pi} \int_{\pi - \phi_p}^{\pi} C \sin(\phi) d\phi = \frac{2C}{\pi} \left( 1 - \cos(\phi_p) \right)$$  \hspace{1cm} (8.5)

$$A\leq|OF| \quad b_1 = \frac{1}{\pi} \int_{0}^{\phi_p} C \sin(\phi) d\phi = \frac{2C}{\pi}$$  \hspace{1cm} (8.6)

In the case of positive offset with good estimates of the spring torque, $C = (-B_u - b_t) = (b_u - b_l)$. The derivation for a positive offset is done in the same way as for negative, see Appendix B. The describing functions are real and the same for the two cases. They have the following expression,

$$\begin{align*}
N(A) &= \frac{2C}{A\pi} (1 - \cos(\phi_p)), \quad A > |OF| \\
N(A) &= \frac{2C}{A\pi}, \quad A \leq |OF|
\end{align*}$$  \hspace{1cm} (8.7)
The describing function derived above is plotted in Figure 34.

Figure 34. The describing function for hard dead-zone compensation with an offset. \( N(A) \) is large when the amplitude is small and 0 when the amplitude goes to infinity.

8.4 **Soft dead-zone compensation with offset**

Instead of the hard nonlinear compensator described in the previous section, a less discontinuous can be used. A linear interpolation between the compensation values around the dead-zone is a way of making a soft compensation. The reason for using a soft nonlinear compensator is not that it cancels the nonlinearity more exact, but the fact that it makes the nonlinearity more continuous like. A linear controller compensates more easily for a continuous than a discontinuous nonlinearity. The use of linear interpolation in the dead-zone compensation reduces the effects of an existing offset, see Figure 35.

Figure 35. Resulting nonlinearity from the soft compensated dead-zone with an offset. The soft compensation decreases the magnitude of the nonlinearity but increases the interval in which the nonlinearity affects the system. Note that the compensation is only effective when the offset is smaller than the interpolation interval, \([T_N, T_P]\).

With the same notation as in the previous section, the describing function of the soft compensated offset can be derived. For convenience, only the case where the offset is smaller than the interpolation area will be discussed. If the offset is larger the soft compensation will only make the
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nonlinearity wider, and therefore worse than hard compensation. It is a justified presumption that a
good estimate, within a few degrees, of the dead-zone position is known.

The expressions are a bit more complex and the calculations a bit longer for soft compensation
considering the simple result of the hard compensation. The characteristics are divided into two
cases, positive and negative offset. In each of these cases the limit cycle amplitude, $A$, could be, compare with Figure 35.

- Smaller than both compensation edges. $A < |T_l|$ and $A < |T_u|$.
- Larger than one edge and smaller than the other. $|T_l| < A < |T_u|$ or $|T_u| < A < |T_l|$.
- Larger than both edges. $A > |T_l|$ and $A > |T_u|$.

The input to output relation with positive offset and $A > \max(|T_l|, |T_u|)$, is shown in Figure 36. Note
that the resulting nonlinearity is inverted for the same reasons as for the hard compensation.

![Figure 36. The sinusoidal input, dashed, and the output, solid, of the offset nonlinearity when $A > \max(|T_l|, |T_u|)$. This is an example where the nonlinearity is reduced in magnitude by the soft compensation.](image)

As can be seen in Figure 35, the nonlinearity is odd and the describing function will be a real
function. Unfortunately, the describing function will consist of many long expressions. A plot of
$N(A)$ after tedious calculations, which can be found in Appendix B, are shown in Figure 37.
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Figure 37. The describing function $N(A)$ of soft dead-zone compensation with an offset. The function is real and goes from infinity to 0 with increasing $A$. This implies that $-1/N(A)$ lies in the interval $[-\infty, 0]$. Note that the curve lies below the $N(A)$ curve in Figure 34.

### 8.5 Predictions and results

The describing function analysis gives knowledge and intuition about a nonlinear system. It predicts amplitude and frequency of possible limit cycle. It is not always that the frequency or the amplitude of the oscillations that are the most important pieces of information obtained. In the throttle case it is more important to know if there are ways to totally get rid of the oscillations than to know their exact amplitude. These types of conclusions will be discussed next.

Figure 38. The Nyquist plot and $-1/N(A)$ for dead-zone compensation and the open-loop controlled system. The Nyquist plot will always intersect the describing function resulting in a stable limit cycle.
The describing functions, \( N(A) \), for the two compensation approaches are both real and lies in the interval \([\neg \infty, 0]\). A glance at Figure 38 gives that the open-loop system always intersects the negative real axis. With the chosen controller structure and bandwidth, there will always be limit cycles when controlling near the dead-zone position. The way to reduce the amplitude of the oscillations is to obtain large amplitude margin for the system, which gives an intersection between the describing function and the Nyquist plot as close to 0 as possible. The soft compensation scheme only reduces the amplitude of the oscillations if the offset is smaller than the interpolation area. Simulations and real world testing confirms the theory that there will be oscillations in the system when controlling close to the dead-zone position. The analysis predicts the amplitude and frequency of the oscillations that appear during simulations correctly. Since there are different dynamics above and below the dead-zone, the results from the analysis are not directly applicable to the real throttle. The analysis shows the order of magnitude of the oscillations that can be expected though.

The only way to avoid limit cycles is to forbid the setting of reference signals close to the dead-zone. From manufacturing specifications it should be possible to find an interval in which the dead-zone position is situated for all throttles. It is very important to get rid of any oscillations in the system. The tear on the plate axis and the electric motor on the throttle would be very large during the life length of the car if oscillations would be permitted.
9 Adaptive parameter estimation

9.1 About adaptive estimation

The characteristics of a system will not be the same for all time. External factors will affect parts of the system and change its response to control signals. For example, wear and tear will change the characteristics of the spring package on the throttle. The strength of the springs will decrease during the life length of the car. Another external disturbance is the temperature of the motor driving the throttle. The electrical resistance of the motor will increase with higher temperatures giving a varying gain of the system. Considering that the temperature difference between a cold and a hot engine can be as large as \(-40^\circ\text{C}\) to \(120^\circ\text{C} = \Delta 160^\circ\text{C}\), the impact on the gain and the time constants of the spring package will be important for control performance. The difference in characteristics between throttle units due to the manufacturing process will also create difficulties in the control law.

For high performance control with changing parameters, the problem is complex. In this case the characteristics of the system change during operation. There are two solutions to this problem, a robust controller or online estimation of important parameters. A combination of the two solutions above is probably the most successful approach to the problem.

It has been shown earlier that the three most important parameters of the compensator, are the offset and the dead-zone edges. If these parameters are not known exactly at every time instant, the result of compensation is a new nonlinearity. Since the control performance is largely dependent on these parameters it makes sense to estimate them during operation. This way the compensator will only make small errors. In the following sections different ways to estimate the spring torque will be examined.

9.2 Least-squares

The least-squares method is an intuitive technique for parameter estimation. The principle was formulated by K.F. Gauss and used to determine the orbits of planets and asteroids. The key idea is to minimize the sum of the squares of the errors between measured values and calculated values. A thorough investigation of the theory is done in [7]. The results are briefly discussed here. The following results are based on the assumption that the system to be estimated can be expressed linearly in its parameters,

\[
y(t) = \varphi_1(t)\theta_1^0 + \varphi_2(t)\theta_2^0 + \ldots + \varphi_n(t)\theta_n^0 = \Phi(t)\theta^0(t) \tag{9.1}
\]

The variable, \(\Phi\), are called the regressor and \(\theta\) are the parameters to be estimated. The parameter estimate from signals up to time \(t\) is

\[
\hat{\theta}(t) = (\Phi^T\Phi)^{-1}\Phi^TY \tag{9.2}
\]

Here \(Y(t)\) is a vector of the measured values up to time \(t\). To speed up online estimation calculations the result above can be formulated on recursive form, i.e. a new estimate is calculated at every time instant, \(t\), with information gathered up to time \(t-1\). In this way there is no need to consider signals of all time instants in the calculations. The modified algorithm is, in its simplest form, as follows,
\[
\theta(t) = \hat{\theta}(t-1) + K(t)\left[y(t) - \varphi^T(t)\hat{\theta}(t-1)\right]
\]
\[
K(t) = P(t-1)\varphi^T(t)(\lambda I + \varphi^T(t)P(t-1)\varphi(t))^{-1}
\]
\[
P(t) = (I - K(t)\varphi(t))P(t-1)/\lambda
\]

(9.3)

Here \(\lambda\) is the forgetting factor, which indicates how fast the update law should be. As an example, the dead-zone compensation problem is discussed. When compensating for the dead-zone, the resulting input signal to the system is,

\[
u = u_d + \hat{\theta} + \theta
\]

(9.4)

Where \(\hat{\theta}\) is the spring torque estimate and \(\theta\) the true torque. The control signal from the linear controller is \(u_d\) and the actual input signal to the system is \(u\). In perfect compensation, \(\hat{\theta}\) and \(\theta\) cancel each other and \(u = u_d\), if not there is an error in the compensation. The relation between the input signal \(u_d\) and the output \(y\) in Figure 39 is,

\[
y = \frac{B}{A}u = \frac{B}{A}\left(u_d + \hat{\theta} + \theta\right)
\]

(9.5)

The equation above can be reformulated to fit the least squares method,

\[
y_{tot} = B\theta = Ay - B(u_d + \hat{\theta})
\]

(9.6)

The \(B\) polynomial becomes the regressor, \(\varphi\), and the estimated parameters, \(\theta\), at time instants according to the time shifts of the polynomial. With these matrices an estimate of the dead-zone edge can be calculated with the recursive least squares method.

The drawback with this method is the absence of offset estimation. There is no obvious way to derive regressor matrices for the dead-zone position. It has been shown earlier that this is the most important parameter, why the least-squares method will not be sufficient as adaptation law for the throttle.

Figure 39. Control signal \(u_d\), compensated control signal, \(v\), and the spring torque, \(\theta\), affecting the system.
9.3 Stability theory

There are many types of methods based on the minimization of loss functions. These are divided into gradient methods, e.g. the least-squares method, and stability theory methods. The most famous of the latter methods is the Lyapunov stability theory, [7, 8].

The key idea in stability theory is to find a positive definite loss function, $V(x)$, with time derivative negative or zero. This shows that the loss function, which can be interpreted as the energy of the system in some sense, always will decrease. A function has to fulfil four requirements to be a Lyapunov candidate, $V$. The definitions are taken from [8].

1. $V(X) > 0, X \neq X_0$; Loss function always $> 0$ except in one point
2. $V(X_0) = 0$; The loss function is only $0$ in one point, $X_0$
3. $V(X) \rightarrow \infty, X \rightarrow \infty$; Gives global stability
4. $\dot{V}(X) < 0, X \neq X_0$; The time derivative always negative

With a cleverly chosen loss function a parameter update law can be found. The error, $e$, when compensating for the dead-zone can be described linearly in the estimates as:

$$e = y - y_m = \frac{B}{A}(u + \theta) - \frac{B}{A}(u_d + \dot{\theta}) = \frac{B}{A}d\theta$$  \hspace{1cm} (9.7)

Here $d\theta$ is the difference between estimated and true parameters. A simple loss function is chosen,

$$V = \frac{e^2}{2}$$  \hspace{1cm} (9.8)

The first three statements are fulfilled and,

$$\dot{V} = e \cdot \dot{e} = e \cdot k \cdot \dot{\theta} ; \hspace{0.5cm} \dot{e} = \frac{B(0)}{A(0)} \cdot \dot{\theta}$$  \hspace{1cm} (9.9)

The approximation that the change in $\theta$ will be low frequent is used, hence the expression for the time derivative of $e$. With this intuitive parameter update law below, the forth requirement is fulfilled.

$$\dot{\theta} = -\gamma \cdot e \hspace{1cm} \Rightarrow \hspace{1cm} \dot{V} = -k \cdot \gamma \cdot e^2$$  \hspace{1cm} (9.10)

A better but probably more complex update law could be found with a different choice of Lyapunov candidate and more strict approximations. The parameter $\gamma$ should be chosen to make the adaptation slow enough so that the parameters will not be affected by the integral action of the controller. The Lyapunov theory approach is appealing because it is easy to show stability of the parameter estimates.

Just as for the recursive least squares method, the Lyapunov-method fails in estimating the dead-zone position. Neither of these methods described so far will be sufficient as adaptation laws for the throttle.
9.4 State Observer

As an alternative to the polynomial based methods above, a state-space approach to estimate the compensation error in the system will be investigated. In [5] it is described how the internal states of a given system can be estimated with a state observer. A method to add integral action to a linear state-space feedback compensator is derived in [3]. An extra state, driven by a constant disturbance, is added to the state equations. The new state is then fed back in the same way as the other states. A somewhat modified such method can be used in online estimation of parameters. Figure 40, shows the throttle system with a disturbance added at the input.

![Block diagram of the observer and the extra state on the input to the system.](image)

Figure 40. Block diagram of the observer and the extra state on the input to the system. The disturbance is modelled as being driven by white noise. The disturbance is then the torque asserted by the springs.

The original system process, P, is described on state-space form, i.e.

\[
\begin{align*}
x_{k+1} &= \phi x_k + \Gamma u_k \\
y_k &= Cx_k
\end{align*}
\]  

(9.11)

Since the torque of the springs only changes slowly, the extra state of the observer should track a constant disturbance. In [3] the derivation of the extended matrices is performed. The extended state observer gets the following expression,

\[
\begin{bmatrix}
\hat{x}_{k+1} \\
\hat{e}_{k+1}
\end{bmatrix} = \begin{bmatrix}
\phi & \Gamma \\
0 & 1
\end{bmatrix} \begin{bmatrix}
\hat{x}_k \\
\hat{e}_k
\end{bmatrix} + \begin{bmatrix}
\Gamma \\
0
\end{bmatrix} u_k + K \begin{bmatrix}
y_k \\
-0
\end{bmatrix} \begin{bmatrix}
\hat{x}_k \\
\hat{e}_k
\end{bmatrix}
\]  

(9.12)

The extended matrices are referred to as \(\phi_e, \Gamma_e\) and \(C_e\).

The design of a state observer is done by placement of the eigenvalues, \(\lambda\), in the matrix below,

\[
eig(\phi_e - KC_e) = \det(\lambda I - (\phi_e - KC_e))
\]  

(9.13)

The design can easily be done in Matlab with the commands \texttt{place} or \texttt{lqed}. The \texttt{place} command calculates the \(K\)-matrix to place the eigenvalues at given positions. This is a simple and intuitive design procedure, but it has drawbacks. The designed eigenvalues have to be chosen ad hoc, and it can be difficult to make the observer both noise insensitive and fast. The design problem also gets worse with increasing number of states in the systems state representation. There are as many design parameters as there are states in the representation.
An alternative design procedure, based on weight matrices, is used in the \texttt{\texttt{\texttt{\texttt{\texttt{\texttt{\texttt{\texttt{\texttt{\texttt{lqed}}}}}}}}}} command. The command produces an optimal Kalman observer by solving a Riccati equation, see Theorem 11.5 in [3]. The design is the equivalent of the LQG design described in chapter 6. The Kalman predictor is optimal in the sense that the variance of the reconstruction error is minimized. This is an easier to use design procedure since it is more intuitive to give estimates of disturbances than it is to choose eigenvalues.

\section*{9.5 Parameter update laws for the state observer}

There are two different measurable signals that can be sent as input to the estimator. The first is the control signal from the controller, $u_d$. The second available signal is the compensated control signal, $v$, where $v = u_d + \hat{\theta}$ compare with Figure 41.

![Figure 41. The closed-loop system with the controller, C, the dead-zone compensator, COMP and the process, P including the springs.](image)

The use of $v$ as input signal to the observer results in an estimate of the compensation error, i.e. the difference between the estimated spring torque $\hat{\theta}$ and the true torque $\theta$. When the compensation is perfect, the error is 0, see Figure 42. The offset is defined as the true dead zone position minus the estimate, $\text{offset} = \theta - \hat{\theta}$.

![Figure 42. Examples of compensation errors, corresponding to the observed extra state. Cases 1 and 2 are the types of signals the observer would track with input signal $u$, and cases 3 and 4 if the observer is fed with the signal $v$.](image)

The work range of the estimator is divided into three areas, above, around and below the estimated dead-zone position. Above and below, the dead-zone edges $b_u$ and $b_l$ are estimated, whilst the offset estimate is updated around the dead-zone position. The parameter update laws are simple and intuitive,
Here $k$ is a constant that determines in how large steps the estimated parameters can change from one sample to another. If the observed compensation error is positive, the estimated torque, $\hat{b}$, is too large and therefore decreased. The offset is increased if the compensation error is positive, compare with Figure 42.

These are very simple and reasonable update laws, but there are some drawbacks with this approach to the estimation. Since the signals to be estimated are either small or appear during short time intervals, the observer needs to be fast and noise insensitive. This is as always a hard condition to fulfil. If the observer is fast and the signal to noise ratio is small the useful information will drown in the noise and the spring torque adaptation will be slow and unreliable. On the other hand if the observer is slow and noise insensitive, it will not be able to track the short pulses of information when crossing through the dead-zone. This indicates an unsatisfactory estimate of the dead-zone position.

Another approach to the problem is to use the compensated control signal as input to the observer. In this case the estimator will track only the spring torque acting on the system in every time instant, see Figure 43.

\[
\begin{align*}
    b_u &= b_u - kx_e \\
    b_l &= b_l - kx_e \\
    \text{offset} &= \text{offset} + kx_e
\end{align*}
\]

(9.14)

Figure 43. The spring torque affecting the system as a function of throttle angle and time. The observed disturbance is ideally the same as in the figure.

These signals are always large in magnitude and have the same characteristics at all time. The dead-zone edge estimation is similar to the one in the previous case. The big difference is in the offset adaptation. The offset will now be estimated as the throttle position when the extra state of the observer changes signs. The time delay of the system and the speed of the observer will of course affect the offset estimates. These effects can be neglected by calculating the mean value of the $n$ latest offset estimations, half of them while moving up through the dead-zone and the other half while moving down. The approximation that the time delay is the same in the two cases is reasonable.

\[
\begin{align*}
    b_l &= b_l + k(b_l - x_e) \\
    b_u &= b_u + k(b_u - x_e) \\
    dz_{pos} &= \frac{1}{n} \sum_{i=1}^{n} (y_i) ; \quad k_i = \{\text{sign}(x_e(k)) \neq \text{sign}(x_e(k-1))\}
\end{align*}
\]

(9.15)
The approximation above is only justified if the angular velocity of the throttle is constant while moving through the dead-zone. The estimation error on account of the approximation can be minimized by calculating the time delay, \( t_d \), of the system. The alternative offset update law would then be,

\[
dzpos = \frac{1}{n} \sum_{i=1}^{n} (y_{k_i-t_d}) ; k_i = \{ \text{sign}(x_e(k)) \neq \text{sign}(x_e(k-1)) \} \quad (9.16)
\]

The state observer estimates the required parameters for successful control of the throttle. The simplicity of the method also makes this approach the most appealing of the three adaptive schemes investigated. In the following sections issues on simulation and “real world” application will be discussed.

Another observation must be made. Since there are different dynamics above and below the dead-zone, two observers are used. The two observers need to be equally fast in the disturbance observations to result in an accurate estimate of the dead-zone position.

### 9.6 Simulations

To evaluate the estimator derived in earlier sections a simulation model was built in Simulink. The process model was taken from the results of the identification chapter. All three estimators show good results in simulations. The RLS and Lyaponov methods estimate the spring torque only, while the Kalman observer also estimates the dead-zone position. As an example, simulations with the first two methods are shown in the figure below.

![Figure 44](image.png)

**Figure 44.** Convergence of the dead-zone parameters \( b_u = 1.1 \) and \(-b_l = 1.3\), for the Lyaponov method to the left and the recursive least squares method to the right. The reference signal used was a square wave with a frequency of 2.5 Hz. Each plot is the result of two simulations, above and below the dead-zone.

The parameter estimates of the RLS and Lyapunov method converges to their true values, see Figure 44. The excitation signal used to produce the plots was a square wave with a frequency of 1 Hz. Each of the plots are the result of two separate simulations. The convergence times in the examples are about 3 s. The convergence rate is a design parameter in both methods. In the RLS this is controlled by forgetting factor, \( \lambda \), and in the Lyapunov method there is the gain, \( \gamma \), in the parameter update law. By tuning these parameters faster convergence can be realised. There is of course as always, a drawback to be considered. The faster the convergence of the estimator the more sensitive it is to
noise and other disturbances. Since the changes in the characteristics of the throttle are very slow, it is not necessary to have a fast estimator and therefore the noise should not be a problem.

After the Kalman observer had been implemented in the simulator it could be seen that both the spring forces and the dead-zone position estimates are converging fast. During the design of the observer it is possible to vary the weighting matrices to get a good estimation of all parameters within a reasonable time.

9.7 Performance and results
The Kalman observer was implemented and used on the real process. After some trouble dealing with the different characteristics above and below the dead-zone, the estimator worked fine. The design was performed with weight matrices, using orthogonality to move individual states in the observer. The values of the weight matrices and the process model matrices can be found in Appendix A. The design resulted in the following observer matrices, $K_l$ and $K_u$.

$$K_l = \begin{bmatrix} -11.7182 \\ 46.5102 \\ 35.0284 \\ 10.7837 \end{bmatrix}, \quad K_u = \begin{bmatrix} -11.4934 \\ 42.4049 \\ 32.8217 \\ 8.4208 \end{bmatrix}$$  \hspace{1cm} (9.17)

The results of the simulation were reproduced on the real throttle. The speed constants in the adaptation laws where chosen so that the time needed for all estimated parameters to converge was about 15 to 20 s with a reference signal around the dead-zone with a frequency of 1 Hz.
The parameters converge to some value, but are the values the true ones? That question is not easy to answer. The estimates are close to the values that have been calculated and obtained through e.g. identification and start-up experiments. It was also shown in the simulations that the estimates converged to the true values. It could be assumed the real process estimation is correct. It was discovered that the estimated values, especially for the spring torque, were noise sensitive, but this did not affect the estimation in a crucial manner. When choosing the weighting matrices, the designer must make sure that the spring force estimation is slow enough not to affect the process states in the observer. If the estimate is too fast it will “steal” information about the process from the states that are used in the linear controller. On the other hand, if the extra state, corresponding to the force estimation is updated too slowly there will be problems in the adaptive update laws.

Figure 45. Estimated parameters with Kalman observer. Top left is $b_p$, top right is $b_n$, bottom left is dead-zone position and bottom right is the estimated disturbance during a step through the dead-zone. The peaks in the estimations on the top row occur because the estimated disturbance is not a true square wave, bottom right plot.
10 Implementation issues and fixes

10.1 Simulation and control environment
The control environment has throughout this master thesis been Matlab and Simulink. The real-time communication between the Simulink model and the throttle was handled by A/D-D/A blocks, so called “Blomdelleri” blocks. These blocks have been developed by Anders Blomdell at the Department of Automatic Control at Lund Institute of Technology.

The real-time environment was running on a 450 MHz Pentium III PC with the operating system, Linux, installed. The control loop has a sample period of 1 ms. Fast sampling requires control algorithms with short computation times. If the processor can not do all calculations in one sample there will be jitter, i.e. lag in the control loop. The use of S-function blocks is a way of speeding up calculations in Simulink. These blocks can be written in different programming languages, e.g. Matlab code, C, Fortran.

As a first attempt, S-functions written in Matlab code were used. The computation capacity of the processor then only allowed a short S-function to be present in the model. If more computation steps were added, the jitter in the process was too big. Apparently the Matlab code is compiled at runtime and not before the model is started. This makes even the simplest block very slow.

The S-function blocks can be speeded up by implementing them in C code. The functions are now compiled separately and then used in the Simulink model. It has been found that S-functions compiled before the model is started are up to 20 times faster than functions implemented in Matlab code. This makes it possible to sample faster and still have a good amount of calculations done in every sample. It is, for example, possible to run the control model of throttle with a sample time of 0.5 ms.

Directions on how to build S-functions in C code can be found in the full documentation to Matlab.

10.2 Compensation method
Hard feedback compensation of the dead-zone has been used throughout the work on the master thesis. The aim has been to use the same specifications for the closed loop behaviour through the dead-zone as in the linear areas, hence a soft compensation is discarded.

The use of the same state observer for both linear control and adaptive updating creates some difficulties. The adaptation mechanism needs the compensated control signal as input to the observer. This is necessary to be able to estimate the dead-zone position. Unfortunately this has bad effects on the linear controller performance when passing through the dead-zone. Since the input signal changes its value abruptly, the internal oscillating modes in the observer are excited. This results in an oscillating control signal and a decrease in performance when moving through the dead-zone.

There are several ways to get rid of such unnecessary oscillations. One is to use separate observers for the linear controller and the adaptation, and feed the controller observer with the previous calculated linear control signal only. Another is to soften the compensation during a few samples. The first solution results in more calculations to be performed each sample. The second way to reduce the oscillations slows the compensation and thus also decreases the performance through the dead-zone.
The compensator used in this master has been softened, but the use of separate observers could just as well be used.

10.3 Overlapping springs

During the work on controlling the throttle, it has been noticed that the characteristic of the spring package is more complex than was modelled in earlier sections. The fact that the dead-zone is operative in an angular interval instead of only at one specific angle has not been modelled. Figure 46 shows the angular position during a step change through the dead-zone. At first the measured value follows the reference quite well. Then, as it is closing in to the dead-zone, there appears to be an opposite directed force affecting the throttle and the measured value diverges from the reference. When this extra force finally is overcome, and the throttle passes through the dead-zone, the force disappears. This results in a large overshoot.

A model that will explain this behaviour is to assume that there is an overlap in the work ranges for the springs. If the work ranges overlap, there will exist a region were both springs affect the system and the dead-zone will change its characteristics, see Figure 46.

![Figure 46. To the left are the characteristics of overlapping springs. To the right is the resulting nonlinearity after hard compensation for the offset. The resulting nonlinearity predicts the behaviour in Figure 47.](image)

As can be seen in the figure above, the new characteristics of the dead-zone will affect the performance of the throttle when passing the dead-zone. The result of hard compensation is a nonlinearity with a large magnitude and affecting the system at a sensitive time for the control performance.

According to [10] there is no specification from Magneti Marelli confirming that the overlap would be deliberately added in the spring package. It is most likely to depend on manufacturing precision. Since the overlap is not a designed part of the throttle it can not be included in the dead-zone model.

There could of course be other reasons for the described behaviour of the springs. However, the symptom that the springs loose torque amplitude close to the dead-zone remains. The overlap is then an easy way of modeling a complex behaviour. Since these characteristics cannot be modelled, a fix for the problem is suggested.
To get rid of the time consuming behaviour in Figure 47 one can track the acceleration, $\dot{\phi}$, of the plate position. The fix then works as follows,

During a step up through the dead-zone:
- If $\dot{\phi} < 0$ or $\phi > \dot{\phi}_0$ then the compensation changes signs.

During a step down through the dead-zone:
- If $\dot{\phi} > 0$ or $\phi < \dot{\phi}_0$ then the compensation changes signs.

The result is a reduction of the retarding torque and an increase of the accelerating torque, compare with Figure 46. The fix decreases the rise time but increases the overshoot. Since the reference value during operation in a car engine is changed very often, it is more important to have a short rise time than a small overshoot. The acceleration of the plate is calculated simply by differentiating the plate position twice. This is not a very good method in noisy systems. A better way to determine the acceleration would be preferable.

In the control law used today in the Volvo cars the dead-zone compensation is implemented as feedforward compensation. This means that the compensation changes signs when the reference value passes the dead-zone position estimate. The two methods are very much alike. Both changes the direction of the compensation earlier than it should, if considering the dead-zone position estimate only.
11 Results

After the design of the two robust linear controllers, one on each side of the dead-zone, and the adaptive Kalman filters, the implementation was made in the real-time environment Matlab/Simulink. The model was extended with the blocks used in the adaptive respectively linear controller design. Switching between the two different controllers was performed using gain scheduling. The change between controllers is then done at the estimated dead-zone position. To avoid transients during the switching phase, a tracking signal was introduced, this to ensure bumpless transfer and to avoid integrator windup. The aim in this chapter is to test and evaluate the derived controller strategy.

First the controller was tested without adaptation of the parameters, or compensation for, the dead-zone. As expected the step response was slow and it did not meet the closed loop specifications from [10], see Figure 48. The integrator part of the controller compensates for the springs, but not fast enough to meet the specifications.

![Figure 48. Two 6° steps through the dead-zone using the implemented controller without dead-zone compensation. The plate moves slowly towards the dead-zone and passes through it when the integrator part of the controller has overcome the spring torque. The result is a slow behaviour through the dead-zone.](image)

Next the adaptation and the dead-zone compensation is switched on. In the beginning, the step responses through the dead-zone are bad due to compensation errors resulting from inaccurate estimations of the parameters. After some steps back and forth through the dead-zone, the controller has estimated all the necessary information about the dead-zone, the position and the spring torque. When the estimated parameters has reached stationarity, about 40 steps with bad initial values and slow updating, the steps through the dead-zone is fast and almost as if there was no dead-zone.
The specifications are still not met however, especially for small steps through the dead-zone. The problem of the remaining unmodelled characteristics of the dead-zone results in unnecessary slow performance. These remaining characteristics could, as been shown before, be seen as an overlap between the springs creating the dead-zone. Since there is nothing about a spring overlap in the data sheet of the throttle, the feature can not be modelled into the compensation. Instead, a fix for the problem is suggested, which basically monitors the acceleration of the plate and compensates for the retarding force of the overlap nonlinearity. The fix functions in a similar way as a hard dead-zone compensation acting according to the reference signal instead of the measurement signal. A small step through the dead-zone with the fix applied is shown in Figure 50.

Figure 49. The left figure shows a 6° step through the dead-zone when the adaptation has just started. The initial values are badly chosen, \(b_+=1.5, b_-=1.5\) and \(dzpos=18.5\), and are updated slowly. After a while the estimated parameters have become stationary, \(b_+=1.03, b_-=1.06\) and \(dzpos=17.7\), see the plot to the right. The compensation improves the rise time, but also creates overshoots.

Figure 50. A 6° step through the dead-zone with the fix. The fix is active around the dead-zone position, \(dzpos \pm 2°\). The nonlinearity in Figure 46 acts as a retarding force when the dead-zone is passed and an extra push afterwards. The fix reduces the negative effects of the springs loosing torque close to the dead-zone.
Now all of the closed loop specifications will be meet except the overshoot for small steps around the dead-zone. A large step has time to build up momentum in the plate and motor before crossing the dead-zone. The nonlinearities of the dead-zone are then hardly noticeable. During a small step, little momentum builds up before the plate crosses the dead-zone, and the plate becomes more sensitive to the nonlinearities in the dead-zone. The step responses in the figures above indicate that there are still unmodelled nonlinearities around the dead-zone. The remaining nonlinearities are probably due to changing spring dynamics and friction. It can be hard to see the improvement on performance in the plots above. Therefore different specification parameter values are listed in the table below.

<table>
<thead>
<tr>
<th></th>
<th>Side</th>
<th>Delay Time((T_d)), ms</th>
<th>Step Time((T_s)), ms</th>
<th>Over shoot((M)), %</th>
<th>Steady State(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without adaptation</td>
<td>Above</td>
<td>15</td>
<td>76</td>
<td>5</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td>Below</td>
<td>16</td>
<td>125</td>
<td>-</td>
<td>300</td>
</tr>
<tr>
<td>With adaptation</td>
<td>Above</td>
<td>16</td>
<td>42</td>
<td>18</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>Below</td>
<td>16</td>
<td>47</td>
<td>12</td>
<td>170</td>
</tr>
<tr>
<td>With adaptation and fix</td>
<td>Above</td>
<td>16</td>
<td>36</td>
<td>16</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>Below</td>
<td>16</td>
<td>44</td>
<td>5.5</td>
<td>135</td>
</tr>
</tbody>
</table>

Table 8. A summary of the results using the linear controllers only, the controllers together with adaptation and finally, the controllers with adaptation and a fix. The best closed-loop performance was achieved using adaptation of the dead-zone with a fix together with well tuned linear controllers.

When approaching the dead-zone area and trying to control the plate position close to the dead-zone, the result was sometimes oscillations in the plate position. A limit cycle can be excited when a large step is applied towards the dead-zone area and the final desired position is within the dead-zone or about 1.5° from it. An example can be seen in Figure 51 below. The amplitude is constant at 0.2° with a frequency of 380 rad/s.

Figure 51. A limit cycle generated just above the dead-zone. Changing the plate position from 21° to 18° with an error of 0.5° between the true dead-zone position and the estimate. The limit cycle has an amplitude of 0.2° and a frequency of 380 rad/s. The true dead-zone position is approximately 17.5°.
The simplest way to avoid limit cycles is to avoid controlling within a safety area around the dead-zone, approximately 2°. This is not acceptable from the closed-loop performance point of view. A better way is to make the plate approach to the dead-zone a little smoother with first a large step close to the critical area and then a final smaller step. The controller could also be designed to be slower, or having a lower gain. The obvious way is to apply a perfect dead-zone compensation at every sample. This is not realistic though since there is a time delay in the system and the parameters used are only estimates of the true values.

The described methods will not only reduce the risk of excitation of a limit cycle, but also reduce the amplitude and frequency if a limit cycle do appear.
12 Conclusions

After finishing this master thesis there are some main conclusions that can be drawn.

- It is possible to implement fast real-time control loops in the Simulink environment. The control loop of throttle was closed using Matlab/Simulink running on a PC with Linux as operative system. A graphical user interface was easily built using the different blocks in Simulink together with blocks developed at the Dept. of Automatic Control in Lund, simply called “Blomdelleri”. In the beginning there were no problems to meet the real-time demands on the system using a sample rate of 1 ms. During the work on thesis the model complexity grew, especially when the adaptive estimators and compensators were added, and the jitter became to large. To solve the problem all calculations had to be written in C-code and compiled using a normal compiler for C-code. After this it was possible to run the control law with a minimum sample time at 0.25 ms.

- More than one linear controller is required for accurate control of the throttle. During the identification process it was discovered that there were different dynamics above and below the dead-zone. The characteristics also changes with angular position within each area. This implies that at least two different controllers should be used. This presumption was later confirmed during the linear controller design. To meet the closed loop specification in every single operating point, gain scheduling with at least two linear controllers must be used.

- LQG is a robust and easy to use linear controller design method. The linear controllers were designed based on the models achieved from the system identification. First an attempted was made using pole placement on polynomial form, the RST design method. Different poles from a fast observer polynomial and a slower controller polynomial were placed so that the closed loop system would meet the demands. This turned out to be far from trivial since there were eight poles to match. A new attempt was made using the LQG controller design method based on state space representation. The design method uses weight matrices that was easily tuned to get the desired closed loop performance. The latter method is much nicer to work with since the weighting matrices has some physical representation and only one matrix is varied at a time, beginning with the command signal. By introducing a vector orthogonal to the eigenvectors of the rest of the states, the closed-loop pole of a certain state could be moved arbitrarily.

- The parameters of the dead-zone can be estimated online with a state observer. An adaptive scheme has also been added as a part of the controller structure. The purpose is to track and compensate for the dead-zone. Different adaptive methods were tested, gradient, stability theory and a state observer. The first two approaches could not estimate the dead-zone position so they were rejected. With a state observer it is possible to estimate both the dead-zone position and the spring torque. The state observer was designed using optimal control theory, i.e. a Kalman filter.

- Oscillations are inevitable but can be reduced when compensating for the dead-zone. If the reference value is close or inside the dead-zone, the result will be oscillations in the plate position, so called limit cycles. The way to reduce this problem is to always have good estimates of the dead-zone parameters. It was also found that there was an overlap between the springs creating the dead-zone. The result will be that it is not advisable to set any reference values closer than ±0.5° around an estimate of the dead-zone position.
13 APPENDIX A: DATA SHEET

13.1 Above the dead-zone
Identified system close to the dead-zone on state-space format,

\[
\Phi = \begin{bmatrix} 0.9906 & -0.1838 & 0.0333 \\ 0 & 1.9378 & -0.9401 \\ 0 & 1 & 0 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} 0.0292 \\ 0.1166 \\ 0 \end{bmatrix}
\]

\[
C = \begin{bmatrix} -0.1166 & 0 & 0 \end{bmatrix}, \quad D = 0
\]

or on ZPK-format

\[
ZPK(2.1806 \quad 0.4922, \quad 0.9906 \quad 0.9689 \pm 0.0371i, \quad -0.0034 \quad 0.001)
\]

Controller design using the LQG method:
Extended system with an integrator state

\[
\Phi_e = \begin{bmatrix} \Phi & 0 \\ C & 1 \end{bmatrix}, \quad \Gamma_e = \begin{bmatrix} \Gamma \\ 0 \end{bmatrix}
\]

\[
C_e = \begin{bmatrix} C & 0 \end{bmatrix}, \quad D_e = 0
\]

Controller weighting matrices

\[
Q_1 = \text{diag}[1 \quad 3 \quad 3 \quad 1], \quad Q_2 = 100, \quad Q_{12} = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

\[
q = [0.0027 \quad -0.0117 \quad 0.009 \quad 1.0]^T, \quad \alpha = 10e4
\]

Controller feedback gain matrix

\[
Le = \begin{bmatrix} -0.1457 & 2.2668 & -1.8970 & -27.7395 \end{bmatrix}
\]

State space Kalman observer design:
Extended state-space system with an estimation of a constant disturbance on the input to the process.

\[
\Phi_o = \begin{bmatrix} \Phi & \Gamma \\ 0 & 1 \end{bmatrix}, \quad \Gamma_o = \begin{bmatrix} \Gamma \\ 0 \end{bmatrix}
\]

\[
C_o = \begin{bmatrix} C & 0 \end{bmatrix}, \quad D_o = 0
\]

Observer weighting matrices

\[
R_1 = \text{diag}[1 \quad 12 \quad 12 \quad 0.1], \quad R_2 = 0.1, \quad R_{12} = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

\[
q = [0.0009 \quad -0.0662 \quad 0.0627 \quad 1.0]^T, \quad \alpha = 30
\]
Observer gain matrix

\[ K = \begin{bmatrix} -11.4934 & 42.4049 & 32.8217 & 8.4208 \end{bmatrix} \]

LQG controller converted to RST format

\[
\begin{align*}
R(q) &= q^4 - 2.3279q^3 + 2.3693q^2 - 1.3526q + 0.3112 \\
S(q) &= 35.5616q^3 - 101.1234q^2 + 95.8813q - 30.3139 \\
T(q) &= q^4 - 2.5880q^3 + 2.6317q^2 - 1.2938q + 0.2501
\end{align*}
\]

### 13.2 Below the dead-zone

Identified system close to the dead-zone on state-space format,

\[
\Phi = \begin{bmatrix} 0.9098 & -0.2002 & 0.0502 \\ 0 & 1.9211 & -0.9226 \\ 0 & 1 & 0 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} 0.0077 \\ 0.0982 \\ 0 \end{bmatrix}
\]

\[
C = \begin{bmatrix} -0.1227 & 0 & 0 \end{bmatrix}, \quad D = 0
\]

or on ZPK-format

\[
ZPK(\begin{bmatrix} 4.1036 & 0.3815 \\ 0.9697 & 0.9514 & 0.9098 \end{bmatrix}, -0.000941, 0.001)
\]

**Controller design using the LQG method:**

Extended system with an integrator state

\[
\Phi_e = \begin{bmatrix} \Phi & 0 \\ C & 1 \end{bmatrix}, \quad \Gamma_e = \begin{bmatrix} \Gamma \\ 0 \end{bmatrix}
\]

\[
C_e = \begin{bmatrix} C & 0 \end{bmatrix}, \quad D_e = 0
\]

Controller weighting matrices

\[ Q_1 = \text{diag} \begin{bmatrix} 0.3 & 4.2 & 2.1 & 1 \end{bmatrix}, \quad Q_2 = 140, \quad Q_{12} = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T \]

\[ q = \begin{bmatrix} 0.0013 & -0.0101 & 0.0082 & 1.0 \end{bmatrix}^T, \quad \alpha = 20e4 \]

Controller feedback gain matrix

\[ Le = \begin{bmatrix} -0.0491 & 1.7510 & -1.4972 & -34.6661 \end{bmatrix} \]
State space Kalman observer design:
Extended state-space system with an estimation of a constant disturbance on the input to the process.

\[
\Phi_o = \begin{bmatrix} \Phi & \Gamma \\ 0 & 1 \end{bmatrix}, \quad \Gamma_o = \begin{bmatrix} \Gamma \\ 0 \end{bmatrix}
\]
\[
C_o = \begin{bmatrix} C & 0 \end{bmatrix}, \quad D_o = 0
\]

Observer weighting matrices

\[
R_i = \text{diag} \begin{bmatrix} 1 & 15 & 15 & 0.01 \end{bmatrix}, \quad R_2 = 0.05, \quad R_{12} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T
\]
\[
q = \begin{bmatrix} 0.0002 & -0.0190 & 0.0175 & 1.0 \end{bmatrix}^T, \quad \alpha = 30
\]

Observer gain matrix

\[
K = \begin{bmatrix} -11.7182 & 46.5102 & 35.0284 & 10.7837 \end{bmatrix}
\]

LQG controller converted to RST format

\[
R(q) = q^4 - 2.2214q^3 + 2.0288q^2 - 10.9987q + 0.1913
\]
\[
S(q) = 29.6045q^3 + 82.2013q^2 + 76.0486q - 23.4427
\]
\[
T(q) = 1.1q^4 - 2.6323q^3 + 2.4505q^2 - 1.1145q + 0.1964
\]
14 APPENDIX B: DFA CALCULATIONS

14.1 Hard dead-zone compensation
The describing function analysis is in this case divided into two areas.

\[ A \geq \left| \dot{\theta}_p - \theta_p \right| \quad ; \quad c = (b_l - b_u) \]

\[
u(\phi) = \begin{cases} 
-c & 0 < \phi < \pi \\
0 & \text{otherwise} 
\end{cases}
\]

\[
a_1 = \frac{1}{\pi} \int_0^{\pi} c \cdot \cos \phi \, d\phi = 0
\]

\[
b_1 = \frac{1}{\pi} \int_0^{\pi} c \cdot \sin \phi \, d\phi = \frac{c}{\pi} [\cos \phi]^\pi_0 = -\frac{2c}{\pi}
\]

\[ N(A) = \frac{-2c}{\pi A} \]

\[ A \geq \left| \dot{\theta}_p - \theta_p \right| \quad ; \quad c = (b_l - b_u) \]

\[
u(\phi) = \begin{cases} 
-c & 0 < \phi < \phi_F, \pi - \phi_F < \phi < \pi \\
0 & \text{otherwise} 
\end{cases} ; \phi_F = \arcsin \left( \frac{\dot{\theta}_p - \theta_p}{A} \right)
\]

\[
a_1 = \frac{1}{\pi} \int_0^{\phi_F} c \cdot \cos \phi \, d\phi = -\frac{c}{\pi} \left( [\sin \phi]^\phi_F_{\phi_F} + [\sin \phi]^{\pi-\phi_F}_{\phi_F} \right) = 0
\]

\[
b_1 = \frac{1}{\pi} \int_0^{\phi_F} c \cdot \sin \phi \, d\phi = \frac{c}{\pi} \left( [-\cos \phi]^\phi_F_{\phi_F} + [-\cos \phi]^{\pi-\phi_F}_{\phi_F} \right) = -\frac{2c}{\pi} (1 - \cos \phi_F)
\]

\[ N(A) = \frac{-2c}{\pi A} (1 - \cos \phi_F) \]

14.2 Soft dead-zone compensation
The describing function analysis is in this case divided into three areas. The calculations are different for positive and negative \((\dot{\theta}_p - \theta_p)\), but the resulting describing function, \(N(A)\), is the same.

\[
(\dot{\theta}_p - \theta_p) < 0
\]

\[ A < \left| (F_l - \theta_p) \right| ; \quad c = (b_l - b_u) \quad ; \quad k \text{ is the slope of the interpolation, } [\text{V/rad}]. \]

\[
u(\phi) = \begin{cases} 
-c & 0 < \phi < \pi \\
-k \cdot (A \sin \phi - F_l) & 0 < \phi < 2\pi 
\end{cases}
\]

\[
a_1 = \frac{1}{\pi} \int_0^{\pi} c \cdot \cos \phi \, d\phi + \frac{1}{\pi} \int_0^{2\pi} c \cdot (A \sin \phi - F_l) \cdot \cos \phi \, d\phi = 0
\]
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\[ b_1 = \frac{1}{\pi} \int_0^\pi c \cdot \sin \phi \, d\phi - \frac{1}{\pi} \int_0^{2\pi} kA \sin \phi - kF_i \, d\phi = -\frac{2c}{\pi} - \frac{kA}{\pi} \int_0^{2\pi} \sin^2 \phi \, d\phi + \frac{kF_i}{\pi} \int_0^{2\pi} \sin \phi \, d\phi = \]

\[ = -\frac{2c}{\pi} - \frac{kA}{2\pi} \left[ \phi - \sin \frac{2\phi}{2} \right]_0^{2\pi} + \frac{kF_i}{\pi} \left[ -\cos \phi \right]_0^{2\pi} = -\frac{2c}{\pi} - kA \]

\[ N(A) = -\frac{2c}{\pi A} - k \]

\[ \left[ (F_i - \theta_p) \right] < A < \left[ (F_u - \theta_p) \right]; c = (b_i - b_u); k \text{ is the slope of the interpolation, [V/r]} \]

\[ u(\phi) = \begin{cases} 
- c & 0 < \phi < \pi \\
- k \cdot (A \sin \phi - F_i) - \phi_i < \phi < \pi - \phi_i 
\end{cases}; \phi_i = \arcsin \left( \frac{|F_i - \theta_p|}{A} \right) \]

\[ a_i = \frac{1}{\pi} \int_0^{\pi} c \cdot \cos \phi \, d\phi + \frac{1}{\pi} \int_{-\phi_i}^{\phi_i} - k \cdot (A \sin \phi - F_i) \cdot \cos \phi \, d\phi = 0 \]

\[ b_i = \frac{1}{\pi} \int_0^{\pi} c \cdot \sin \phi \, d\phi - \frac{1}{\pi} \int_{-\phi_i}^{\phi_i} \sin A \phi - kF_i \, d\phi = \]

\[ = -\frac{2c}{\pi} - \frac{kA}{2\pi} \left[ \phi - \sin \frac{2\phi}{2} \right]_{-\phi_i}^{\phi_i} + \frac{kF_i}{\pi} \left[ -\cos \phi \right]_{-\phi_i}^{\phi_i} = -\frac{2c}{\pi} - kA \sin 2\phi_i \]

\[ N(A) = -\frac{2c}{\pi A} + \frac{k}{2\pi} \sin 2\phi_i \]

\[ \left[ (F_u - \theta_p) \right] < A ; c = (b_i - b_u); k \text{ is the slope of the interpolation, [V/r]} \]

\[ u(\phi) = \begin{cases} 
- c & 0 < \phi < \phi_u, \pi - \phi_u < \phi < \pi \\
- k \cdot (A \sin \phi - F_i) - \phi_i < \phi < \pi - \phi_u < \phi < \pi + \phi_i 
\end{cases}; \phi_{i,u} = \arcsin \left( \frac{F_{i,u} - \theta_p}{A} \right) \]

\[ a_i = \frac{1}{\pi} \int_{\phi_{i,u}}^{\phi_{i,u} + \phi} c \cdot \cos \phi \, d\phi + \frac{1}{\pi} \int_{\phi_{i,u} - \phi}^{\phi_{i,u} + \phi} - k \cdot (A \sin \phi - F_i) \cdot \cos \phi \, d\phi = 0 \]

\[ b_i = \frac{1}{\pi} \int_{\phi_{i,u}}^{\phi_{i,u} + \phi} c \cdot \sin \phi \, d\phi - \frac{1}{\pi} \int_{\phi_{i,u} - \phi}^{\phi_{i,u} + \phi} \sin A \phi - kF_i \, d\phi = \]

\[ = -\frac{2c}{\pi} - \frac{kA}{2\pi} \left[ \phi - \sin \frac{2\phi}{2} \right]_{\phi_{i,u} - \phi}^{\phi_{i,u} + \phi} + \frac{kF_i}{\pi} \left[ -\cos \phi \right]_{\phi_{i,u} - \phi}^{\phi_{i,u} + \phi} = \]

\[ = -\frac{2c}{\pi} - \frac{kA}{2\pi} (\phi_{i,u} - \phi) + \frac{kA}{2\pi} (\sin 2\phi_u + \sin 2\phi_i) - \frac{2kF_i}{\pi} (\cos \phi_u - \cos \phi_i) \]

\[ N(A) = -\frac{2c}{\pi A} - k (\phi_{i,u} - \phi_i) + \frac{k}{2\pi} (\sin 2\phi_u + \sin 2\phi_i) - \frac{2kF_i}{\pi A} (\cos \phi_u - \cos \phi_i) \]
15 APPENDIX C: Simulink model structure
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